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Abstract  

Recurrent Neural Network is a Deep Learning algorithm that is commonly used to develop prediction systems. There are many 

variants of RNN such as RNN itself, Long Short Term Memory (LSTM), and Gated Recurrent Unit, so it is frequently debatable 

which algorithm from the RNN family has the most optimal efficiency and computation time. When developing a prediction 

system, sequential data or time-series data is required so that an accurate prediction can be made. Sequential or time-series 

data involves data arranged in time sequence, such as weather data, financial data, carbon emission data and traffic data 

recorded over time. This research will be carried out by predicting the three RNN models against historical Bitcoin value data. 

The research method used is Experimental Design by comparing the performance between the three models on bitcoin value 

time series data, testing is done by involving hyperparameters such as Tanh, Sigmoid and ReLU activation functions, batch 

size, and epochs. The aim of this research is to find out which RNN model can produce the most optimal performance and find 

out what performance measures can be used to evaluate and compare the performance between the three models. The results 

of the study show that LSTM is the most effective model with RMSE 0.012441 and MSE 0.000155 but inefficient because it 

takes 3 minutes 24 seconds to run the computation, in the meantime Tanh activation function gives the most optimal prediction 

than Sigmoid and RelU and therefore should be the main candidate to be used with RNN models when predicting Bitcoin 

prices. 
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1. Introduction  

Throughout the years, Deep Learning technology has 

been helping to solve complex problems efficiently and 

has become the foundation of modern Artificial 

Intelligence. One of the architectures of Deep Learning 

itself is the Recurrent Neural Network. Recurrent 

Neural Network or RNN is a widely practised model in 

forecasting. RNN can perform similar roles for each 

part of its sequence, and its performance depends on the 

previous computation [1] the most popular RNN 

models are the Gated Recurrent Unit and Long Short 

Term Memory. RNN has assisted many researchers in 

conducting research such as prediction [2], 

understanding, and generating natural language [3]  

along with processing sequential data such as text 

recognition [4], audio, and video [5], [6].  

Time series data is a collection of data that is obtained 

through observations and is chronological with a certain 

time interval [7]. Time series are sequential data that 

usually has a large amount of data and is always up to 

date from time to time. An example of time-series data 

can be financial data such as stock prices [8] crude oil 

prices [9], and currency exchange rates. On the other 

hand, time-series data can also be non-financial data 

such as weather data [10], carbon emissions [11], and 

traffic flow [12]. Bitcoin is one of the financial 

sequential data where data is captured from time to 

time. Bitcoin has a unique characteristic in that its price 

is highly volatile [13], [14]. Due to the volatility of 

bitcoin's value, several factors have a significant impact 

on its value, such as the popularity of crypto itself, 

market trends, legalization, regulation, supply and 

demand, and the cost of transactions even fake news 

[15]. The volatile sequential data on Bitcoin is a good 

topic of discussion for research in predicting the value 

prices of Bitcoin. The structural diagram of how RNN 

works with Bitcoin datasets can be seen in Figure 1, 

https://doi.org/10.29207/resti.v8i3.5810
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where the Bitcoin prices represent the raw data input for 

the model. The prices over time are utilized to train the 

model to predict future prices, then the input layers 

which consist of the past 7 days as timesteps are fed into 

an RNN with two hidden layers with each layer 

containing 128 neurons, and then the hidden layers 

process the input data and extract the features relevant 

for predicting future prices. Neuron in the hidden layers 

is interconnected and connected to the neurons in the 

output layer. Overall, at the end, the prediction is going 

to predict the next day from the past 7 days. 

The RNN algorithm has many variants such as the RNN 

itself commonly known as traditional RNN. and other 

popular models that are widely used in research such as 

Long Short Term Memory and Gated Recurrent Unit. 

Long Short Term Memory commonly abbreviated as 

LSTM is the development of a Recurrent Neural 

Network or RNN which has a strong capacity in 

complex non-linear interactions and can handle 

gradient challenges other than that LSTM has the 

advantage of predicting time-series data [16], [17]. 

Whereas the Gated Recurrent Unit is another model that 

evolved from the Recurrent Neural Network, GRU was 

created to allow each recurrent unit to dynamically 

understand the dependencies across multiple time 

scales. Similar to LSTM, GRU also has unit gates that 

regulate the flow of unit information, but without 

having separate memory cells. [18].  

The number of RNN derivatives and the RNN 

algorithm itself led to the need for understanding the 

performance comparison between the three models, by 

comparing the advantages and disadvantages of each 

variant of the algorithms. There are several previous 

research that have been conducted in predicting Bitcoin 

price using RNN, GRU, and LSTM. Researchers [19] 

conducted a study using long short-term memory by 

using 80% data allocation for training and 20% for 

testing and achieved an RMSE of 0.111 on LSTM with 

the number of hidden layers 360 and 500 epochs, 

according to the researchers LSTM is able to predict the 

price of bitcoin but it needs special treatments for the 

characteristics of the data set. 

Researchers [20] This research was conducted using 

three Deep Neural Network Methods where LSTM 

gave the best results for USDT-USD and BNB-USD 

with an average of 0.0025 for MAE and 0.0034 for 

RMSE on USDT-USD, on the other hand, Bi-LSTM 

gave the best results at 100.1383/147.8453 for 

ETH/USD. While BTC-USD and ADA-USD GRU 

gave the best results at 1167.3462/1777.3070 and 

0.0782/01134. When the performance evaluation was 

measured using MAPE, GRU gave better results than 

the three RNNs with a MAPE score of 0.0447. This 

study also tested the shortest time for the model to 

execute, where GRU has the shortest time at 7.5791 and 

LSTM at 7.9768, while Bi-LSTM has the longest 

execution time than the two RNNs which is 10.8720. 

Researchers [21] researched three cryptocurrency 

prices which are BTC, LTC, and ETH. In this research, 

GRU has better performance on all Crypto compared to 

LSTM and Bi LSTM. Using MAPE accuracy 

performance, GRU produces a performance of 0.2454% 

on BTC, 0.8267% on ETH and 0.2116% on LTC. 

LSTM produces MAPE performance of 1.1234% on 

BTC 1.5498 on ETH and 0.8474% on LTC While Bi-

LSTM produces the lowest prediction value compared 

to GRU and LSTM where the value is 5.990%, 6.85% 

and 2.332% for BTC, ETH and LTC. 

Researchers [22] This research uses LSTM with an 

epoch parameter of 10 a learning rate of 0.001 and a 

Figure 1 RNN Model Designed for Predicting Bitcoin 
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batch size of 25. Resulting in an RMSE evaluation value 

of 77.74 and MAE of 278.33. Researchers [23] This 

research focuses on Bitcoin price prediction and uses 

Neural Networks, GRU, and LSTM. GRU with a 

Hyperparameter dropout rate of 0.1 resulted in an 

RSME of 0.014. Researcher [24] Conducting research 

with the number of epochs 1, 10 and 20 in each session, 

the results of this study are the type of DOGE coin with 

the number of Epochs 20 results in an RMSE value of 

0.0630. 

From these various literature reviews, we can draw a 

preliminary conclusion that there are different 

perspectives on the performance and efficiency of the 

RNN model when it comes to predicting 

Cryptocurrency. This is indicated by the diversity of 

data sets and the form of models made by previous 

researchers. There are no models that consistently have 

absolute superiority, and each model has its own 

advantages and disadvantages. So, the a need for further 

research to compare models, especially on bitcoin data. 

In this research, we will analyze the performance of the 

three RNN algorithms namely traditional RNN, GRU, 

and LSTM to evaluate which model is the most efficient 

and effective, and provides the highest accuracy value, 

the selection of Bitcoin as a data set due to its high 

volatility and chaotic characteristic. So later in this 

research will configure each model with parameters 

such as activation function, batch size, and epochs. 

Furthermore, the evaluation metrics used are Root 

Mean Squared Error and Mean Squared Error because 

these metrics can provide insight into how close the 

model's predictions are to the true value. In the end, this 

research is aimed to select the model that best suits the 

specific needs of the problem at hand, both in accuracy, 

and computational efficiency in predicting the closing 

value of Bitcoin. Therefore, the main objective of this 

research is to find out which RNN model has the most 

effective and efficient performance, as well as the 

highest accuracy in predicting Bitcoin prices, and see 

what performance measures can be used to compare the 

performance between the three RNN models, 

specifically the traditional RNN, LSTM, and GRU. To 

provide the best model, we will use daily Bitcoin data 

collected from Yahoo! Finance, consisting of 3370 

trading days from September 17, 2014, to December 8, 

2023.  

2. Research Methods 

Figure 2 illustrates the sequential flow of research 

methods that will be executed throughout this study. 

The research process unfolds across three main stages: 

data collection, data preprocessing, and model 

performance evaluation. These stages form the 

foundational framework upon which our investigation 

into the dataset's characteristics, especially for the 

Bitcoin data set and predictive modelling techniques 

will unfold. Each stage is meticulously designed to 

ensure methodological rigour and facilitate meaningful 

insights into the research objectives. 

 
Figure 2 Processing Stages 

 

The first step in building a deep learning model is to 

collect data. At this stage, the original data is collected, 

and the data is obtained through the Yahoo! Finance 

page. After the data has been collected, the data will be 

processed at the next stage where the data will go 

through a cleaning and normalization process, in this 

stage the data will be cleaned to remove irrelevant or 

unnecessary information, so the research is more 

focused, then do normalization. Large amounts of data 

are highly vulnerable, affecting the algorithm's 

performance and prediction outcomes. Therefore, 

normalization needs to be done to transform the data 

into an appropriate range. In this study, normalization 

will be carried out using Min-Max Scaler where the 

value will be changed linearly from the original data to 

a scale of 0 to 1 using Formula 1. 

𝑥̃ =
𝑥𝑖−𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛
               (1) 

𝑥̃ is the result of normalization, 𝑥𝑖 is the initial data 𝑥𝑚𝑖𝑛 

is the minimum value of the original data and 𝑥𝑚𝑎𝑥 is 

the maximum value of the original data. 

The next stage of data preprocessing is to separate the 

data into train test data split. In this step, the data that 

has been through the cleaning and normalization 

process will be divided into two parts. The data will be 

divided into two sets, the first is data for training and 

the other for testing. in this study, the ratio used is 80% 

for training data and 20% for testing data.  

After doing preprocessing the next stage is to evaluate 

performance, first implementing or building models for 

SimpleRNN, LSTM, and GRU. Then determine the 

number of layers, the number of neurons in each layer, 

the activation function, batch sizes, and epochs to be 

used. in this study, there will be nine model 

developments where each model gets different 

treatments such as using batch sizes 64, 128, and 256, 

epochs 100 250 500 with activation functions Tanh, 

Sigmoid, and ReLU, with these hyperparameters, it is 
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expected that the models can provide the best prediction 

results effectively and efficiently. 

Recurrent Neural Networks is a model often used in 

forecasting research, RNN models have a feedback 

connection between nodes and layers, which allows 

RNN to process input sequences of varying lengths 

[25], The activation of a recurrent node consists of 

feedback to itself from one time-step to the subsequent 

step [26], in the hidden layers of RNN, the structure is 

converted into a repeating pattern and the input data is 

organized during the non-linear learning process, 

However, the RNN is vulnerable to problems such as 

gradient disappearance and gradient explosion during 

backpropagation [27]. The structure of an RNN can be 

seen in Figure 3. 

In the meantime, Long short-term memory in Figure 3 

was proposed by Hochreiter & Schmidhuber in 1997 

[28] a derivative of Recurrent Neural Network is 

developed to overcome problems such as gradient 

disappearance and gradient explosion during 

backpropagation within RNN, this was achieved by 

using a more efficient gradient-based algorithm for 

architecture that implements a constant error flow so 

that there is no explosion or disappearance through the 

internal state of particular units as long as the gradient 

calculation is intersected at certain point according to 

the architecture. LSTMs are very suitable for 

classifying, processing, and making predictions based 

on single time series data [29]. LSTM has 3 main gates 

namely input gate, output gate and forget gate. The cell 

remembers the value in a specific time interval and the 

remaining three gates regulate the flow of information 

associated with that cell [30]. In LSTM there are 

computational steps to calculate predictive time-series 

data starting with calculating the output value from the 

previous time, while the input value from the current 

time is used as input for the forget gate. 

The processing results of the forget gate are then 

calculated using Formula 2. 

𝑓𝑡 = 𝜎(𝑊𝑓. [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)             (2) 

𝑓𝑡 has a ranging from (0, 1), 𝑊𝑓 is the weight of the 

forget gate, 𝑏𝑓 is the bias value, 𝑥𝑡 is the input value of 

the current time and ℎ𝑡−1 is the output of the previous 

calculation value.  

The calculation of the output value from the previous 

calculation and the input value of the current time is the 

input value for the input gate and for the output value 

and condition of the candidate cell of the input gate can 

be achieved with Formulas 3 and 4. 

𝑖𝑡 = 𝜎(𝑊𝑖 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)                            (3) 

𝐶̃𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑐 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐)                           (4) 

with the value range for 𝑖𝑡 is (0, 1) 𝑊𝑖 is the weight of 

the input gate, 𝑏𝑖 is the bias value of the input gate, 𝑊𝑐 

is the weight for the candidate input gate value, and 𝑏𝑐 

represents the bias value of the candidate input gate, 

after calculating for the condition of the candidate cell 

has been completed, the process continues by 

calculating the cell value using Formula 5. 

𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ 𝐶̃𝑡                            (5) 

The range of values for 𝐶𝑡 is (0, 1). t is a process of 

calculating time, the output value of ℎ𝑡−1 and the input 

value of 𝑥𝑡 becomes the input value for the output gate, 

and to calculate the gate output value can be calculated 

by using Formula 6. 

𝑜𝑡 = 𝜎(𝑊𝑜. [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜)             (6) 

𝑜𝑡 has a range of (0,1), 𝑊𝑜 is the weight of the gate 

output, and the output bias value is symbolized by the 

variable 𝑏𝑜 and the result of the LSTM is achieved from 

the output gate value and to calculate the result is by 

using Formula 7 

ℎ𝑡 = 𝑜𝑡 ∗ 𝑡𝑎𝑛ℎ + 𝐶𝑡              (7) 

tanh is the activation function of the LSTM which can 

be changed according to the requirements and 

characteristics of the problems to be resolved [31]. In 

general, there is no guideline on determining the 

number of layers or the number of hidden layers in 

LSTM. The number of layers required in LSTM 

depends on the complexity of the datasets [32]. LSTM 

has the advantage of being able to predict time patterns 

[17] and is specifically designed to perceive long-term 

dependency by changing part of the memory cell state, 

thus overcoming the drawbacks found in RNN [33]. 

The Gated Recurrent Unit or GRU which can be seen in 

Figure 3 proposed by Chung et al., 2014 [34] aims to 

maintain the safety of each recurrent unit, which can 

 

Figure 3 RNN, LSTM and GRU Structure [25] 
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adaptively capture different time-scale dependencies. 

Like LSTM units, GRUs are also provided with gates 

that regulate the flow of information within the unit, 

although without separate memory cells. GRU has a 

more simplified baseline structure than LSTM, thus 

making it easier to train and less computationally 

intensive [35]. The GRUs structure can be seen in 

Figure 3 In GRU there are several steps in performing 

computational calculations which are described in 

Formula 8. 

ℎ𝑡 = (1 − 𝓏𝑡)ℎ𝑡−1 + 𝓏𝑡ℎ̃𝑡              (8) 

ℎ𝑡 is the activation of the GRU at time t which 

interpolates between the previous activation ℎ𝑡−1 and 

the candidate activation ℎ̃𝑡, where the update gate 𝓏𝑡 

decides how many units to update the activation or its 

content. The update gate can be computed with Formula 

9. 

𝒵𝑡 = 𝜎(𝑊𝓏𝑥𝑡) + 𝑈𝓏ℎ𝑡−1              (9) 

In this procedure, the linear computation between the 

existing state and the newly computed state is similar to 

the unit of LSTM. However, in GRU there is no 

mechanism to control the degree of exposed states, but 

rather exposes all parts of the state at each time. The 

activation candidate ℎ̃𝑡 is calculated and computed 

similar to the traditional recurrent unit which is obtained 

by Formula 10. 

ℎ𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑥𝑡 + 𝑈(𝑟𝑡 ⊙ ℎ𝑡−1))           (10) 

𝑟𝑡 is the reset gates set and the symbol ⊙ is the element 

of the multiplication. When closed (𝑟𝑡 is close to zero), 

the reset gate will effectively make the unit act as if it is 

reading the first symbol of the input circuit, thus 

allowing it to forget the pre-calculated state. The reset 

gate 𝑟𝑡 is calculated similarly to the update gate by using 

Formula 11. 

𝑟𝑡 = 𝜎(𝑊𝑟𝑥𝑡) + 𝑈𝑟ℎ𝑡−1            (11) 

However, the GRU model still has several problems 

such as slow convergence rate and low learning 

efficiency, which can result in a long training time and 

may even cause underfitting [36].  

The last stage is to perform performance evaluation 

metrics or error measures. This stage is a vital 

component in making predictions. The evaluation 

metrics that will be used are Root Means Squared error 

and Mean Squared Error. The RMSE value can be 

achieved using Formula 12. 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑦𝑖̂ − 𝑦𝑖)

2𝑛
𝑖=1            (12) 

𝑦𝑖̂ is the predicted value at a specific time point and 𝑦𝑖 

is the actual value. RMSE measures each sequence and 

compares each model, the smaller RMSE results the 

higher the accuracy of the prediction. 

Mean Squared Error (MSE) is the average of the 

squared errors between the actual and predicted values. 

This is a commonly used method to check the value of 

the estimated error in forecasting. Mean Squared Error 

can be achieved with Formula 13. 

𝑀𝑆𝐸 =
1

𝑛
∑ (𝑦𝑖̂ − 𝑦𝑖)

2𝑛
𝑖=1             (13) 

𝑦𝑖̂ is the value of the prediction at a certain point in time 

and 𝑦𝑖 is the actual value. actual value. The MSE value, 

which is close to zero indicates that the forecasting 

results are in line with the actual data values. 

3. Results and Discussions 

The data will be used to carry out training and testing, 

which obtained through the Yahoo! finance website, 

this data is the value of Bitcoin recorded in a daily 

period with a total of 3370 trading days starting from 

September 17, 2014, to December 9, 2023, there are 

several fields such as date, open, high, low, close, adj 

close and volume. However, this research will be 

conducted univariate where bitcoin predictions will 

only learn the pattern of movement of the value itself in 

the past. which later the model will perform forecasting 

for the past 7 days to predict the next day. 

3.1 Results 

In the preceding chapter, we delved into the intricate 

modelling nuances of SimpleRNN, LSTM, and GRU 

architectures. In this chapter, we undertake a 

comparative analysis of these models by systematically 

adjusting hyperparameters such as activation functions, 

batch sizes, and epochs. The configurations for RNN 

parameters are outlined in Table 1 by providing details 

about those hyperparameters. 

Table 1 RNN Parameters 

 

Parameter Value 

RNN layer Activation Tanh, Sigmoid, ReLU 

RNN Hidden Unit 128 

Dense Layer 32 

Dense Layer 1 

Batch Size 64, 128, 256 

Optimizers Adam 

Loss Function MAE 

Epochs 100, 250, 500 

 
Figure 4 Actual vs. Predict RNN Tanh Activation 
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After carrying out the implementation using the 

parameters mentioned in the table above, the next step 

is to test the model and make predictions. 

In Figure 4, the RNN model with Tanh activation was 

tested in three different trials. In the first experiment, 

the model was tested using a batch size of 64 and trained 

for 100 epochs. In the second experiment, the test was 

conducted with a batch size of 128 and trained for 250 

epochs. While in the third experiment, the test used a 

batch size of 256 and was trained for 500 epochs.  

Table 2 Experiment Result of RNN with Tanh Activation 

 

Test Epoch 
Batch 

Size 

Tanh Execution 

Time RMSE MSE 

1 100 64 0.014788 0.000219 42.4s 

2 150 128 0.015024 0.000226 1m 23s 

3 500 256 0.013445 0.000181 1m 

Table 2 provides a more granular breakdown of the 

RMSE, MSE, and Execution Time metrics. Our 

analysis revealed intriguing insights across the three 

experiments conducted. In the initial and subsequent 

trials, the model demonstrated remarkable accuracy, 

closely aligning predicted values with their originals. 

Notably, the first experiment boasted an execution time 

of approximately 42.4 seconds, while the third 

experiment slightly extended to a minute, yet still 

within reasonable bounds. 

Conversely, the second experiment unveiled a 

significant deviation between actual and predicted 

values, despite the longest execution time clocking in at 

1 minute and 23 seconds, therefore the second test 

doesn’t provide optimal results. 

 

Figure 5 Actual vs. Predict RNN Sigmoid Activation 

 

Table 3 Experiment Result of RNN with Sigmoid Activation 

 

Test Epoch 
Batch 

Size 

Sigmoid Execution 

Time RMSE MSE 

1 100 64 0.017945 0.000322 1m 23s 

2 150 128 0.018860 0.000356 1m 23s 

3 500 256 0.042982 0.001847 1m 3s 

Figure 5 shows the comparison between the actual and 

predicted values of the RNN model with Sigmoid 

activation. In contrast to the results of the test using 

Tanh activation, the first test was conducted with a 

batch size of 64 for 100 epochs, while the second test 

used a batch size of 128 for 250 epochs. 

The results show that the use of Sigmoid activation does 

not provide an optimal level of accuracy, but the 

execution time generated in the first and second tests is 

the same, which is 1 minute 23 seconds. 

However, when performing the third test using a batch 

size of 256 and 500 epochs, despite having the lowest 

execution time of 1 minute 3 seconds, the prediction 

results far exceeded the actual values. Full details of the 

RMSE, MSE, and execution time are provided in Table 

3. Figure 6 shows the comparison between the actual 

and predicted values of the RNN model with ReLU 

activation. 

 

Figure 6 Actual vs. Predict ReLU Activation 

In the first test, using batch size 64 for 100 epochs, the 

predicted values are close to the results of the third test 

with batch size 256 and epoch 500. However, the 

execution time of the first test is shorter, 42.1 seconds, 

while the third test requires 1 minute 23 seconds. In the 

second test with batch size 128 and epoch 250, the 

predicted graph weakened and was below the actual 

value. Although it has the same execution time as the 

third test, which is 1 minute 23 seconds. 

 

Figure 7 RMSE RNN Comparison Between Tanh, Sigmoid, ReLU 

Table 4 presents a detailed breakdown of RMSE, MSE 

and execution time. Meanwhile Figures 7 and 8 show a 

comparison of RMSE and MSE between three 

activation functions. The next phase involves applying 

and assessing the dataset utilizing LSTM architecture. 

Following a similar protocol to our RNN experiments, 
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LSTM will undergo testing with identical parameter 

configurations.  

 

Figure 8 RNN MSE Comparison Between Tanh, Sigmoid, ReLU 

Table 4 Experiment Result of RNN with ReLU Activation 

 

Test Epoch 
Batch 

Size 

ReLU Execution 

Time RMSE MSE 

1 100 64 0.015958 0.000255 42.1s 

2 150 128 0.021609 0.000467 1m 23s 

3 500 256 0.014505 0.000210 1m 23s 

 

However, this time, the focus shifts to the LSTM 

algorithm. Table 5 outlines the configuration of the 

LSTM Parameter 

Table 5 LSTM Parameters 

 

Parameter Value 

RNN layer Activation Tanh, Sigmoid, ReLU 

RNN Hidden Unit 128 

Dense Layer 32 

Dense Layer 1 

Batch Size 64, 128, 256 

Optimizers Adam 

Loss Function MAE 

Epochs 100, 250, 500 

 

Figure 9 Actual vs. Predict LSTM Tanh Activation 

 

Figure 9 shows the prediction results of LSTM against 

Tanh activation. The first test was conducted using a 

batch size of 64 with 100 epochs, the second test batch 

size of 128 and 250 epochs, and the third test was 

conducted with a batch size of 256 and 500 epochs.  

In the graph, the three models produce predictions that 

are not too significant compared to the actual values. 

However, there is a variation in execution time between 

the three models. The first run took 1 minute 30 

seconds, the second run took 2 minutes 26 seconds, and 

the third run took 3 minutes 24 seconds. Detailed results 

of RMSE and MSE as well as execution time can be 

seen in Table 6. 

Table 6 Experiment Result of LSTM with Tanh Activation 

 

Test Epoch 
Batch 

Size 

Tanh Execution 

Time RMSE MSE 

1 100 64 0.012626 0.000159 1m 30s 

2 150 128 0.012557 0.000158 2m 26s 

3 500 256 0.012441 0.000155 3m 24s 

 

 

Figure 10 Actual vs. Predict LSTM Sigmoid Activation 

Figure 10 presents the results of the LSTM prediction 

against Sigmoid activation. The first test was carried out 

with a batch size configuration of 64 with an epoch of 

100, the second test used a batch size of 128 and an 

epoch of 250, and the third test used a batch size of 256 

and an epoch of 250.  

In the first test, the results of the predicted and actual 

values given were very far away but had the fastest 

execution time of 36.4 seconds. When the second and 

third test results are obtained, the predicted value is 

close to the actual value even though there is a 

difference in execution time where the second test takes 

1 minute 21 seconds while the third test lasts for 1 

minute 51 seconds. Details of RMSE, MSE and 

execution time can be seen in Table 7. 

Table 7 Experiment Result of LSTM with Sigmoid Activation 

 

Test Epoch 
Batch 

Size 

Sigmoid Execution 

Time RMSE MSE 

1 100 64 0.027474 0.000755 36.4s 

2 150 128 0.014578 0.000213 1m 21s 

3 500 256 0.014463 0.000209 1m 51s 

Figure 11 provides the prediction results of LSTM 

against ReLU activation. The first test was conducted 

using a batch size of 64 with an epoch of 100, the second 

test a batch size of 128 and epoch 250, and the third test 

was conducted with a batch size of 256 and epoch 500. 

In the first test, the use of ReLU did not produce 

satisfactory performance, with an execution time of 1 

minute 23 minutes. 
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Figure 11 Actual vs. Predict LSTM ReLU Activation 

However, there were improved results in the second and 

third tests, where the predicted results were almost close 

to the actual values. The third test had a faster execution 

time compared to the second test, with execution times 

of 2 minutes 11 seconds and 2 minutes 23 seconds 

respectively.  

More details about the results of RMSE, MSE and 

execution time can be found in Table 8, and the 

comparison of RMSE and MSE on the three activations 

can be seen in Figure 12 and Figure 13. 

Table 8 Experiment Result of LSTM with ReLU Activation 

 

Test Epoch 
Batch 

Size 

ReLU Execution 

Time RMSE MSE 

1 100 64 0.027474 0.000755 36.4s 

2 150 128 0.014578 0.000213 1m 21s 

3 500 256 0.014463 0.000209 1m 51s 

 
Figure 12 RMSE LSTM Comparison Between Tanh, Sigmoid ReLU 

 

Figure 13 MSE Comparison Between Tanh, Sigmoid, ReLU 

The final stage of the research experiment entails 

constructing the third model, GRU. Similar to 

approaches with RNN and LSTM, the next procedure 

will vary several parameters to identify the most 

optimal configuration. Table 9 shows the parameters of 

the GRU model test and compared in this research. 

Table 9 GRU Parameters 

 

Parameter Value 

RNN layer Activation Tanh, Sigmoid, ReLU 

RNN Hidden Unit 128 

Dense Layer 32 

Dense Layer 1 

Batch Size 64, 128, 256 

Optimizers Adam 

Loss Function MAE 

Epochs 100, 250, 500 

 
Figure 14 Actual vs. Predict GRU Tanh Activation 

Figure 14 depicts the prediction results of GRU against 

Tanh activation. The first test was conducted using a 

batch size of 64 with epoch 100, the second test batch 

size of 128 and epoch 250, and the third test was 

conducted with a batch size of 256 and epoch 500. 

Table 10 Experiment Result of GRU with Tanh Activation 

 

Test Epoch 
Batch 

Size 

Tanh Execution 

Time RMSE MSE 

1 100 64 0.017145 0.000294 54.7s 

2 150 128 0.012568 0.000158 1m 25s 

3 500 256 0.012845 0.000165 1m 23s 

The first test has results that are far from the actual 

value and has the fastest execution time of 54.7 seconds, 

followed by the second test with an execution time of 1 

minute 25 seconds and the third test with 2 minutes 23 

seconds. The prediction result that is closest to the 

actual value is obtained in the second test. Details about 

RMSE and MSE, as well as execution time can be seen 

in Table 10. 

Figure 15 shows the prediction results of GRU towards 

Sigmoid activation. The first test was conducted using 

a batch size of 64 with an epoch of 100, the second test 

batch size of 128 and an epoch of 250, and the third test 

was conducted with a batch size of 256 and an epoch of 

500. 
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Figure 15 Actual vs. Predict GRU Sigmoid Activation 

Using Sigmoid activation does not provide optimal 

results in the first test the prediction results are above 

the actual value with an execution time of 1 minute 23 

seconds, while in the second and third tests, the graph 

is below the actual value with a test time of 1 minute 11 

seconds and 1 minute 40 seconds respectively, where 

the second test has the fastest execution time compared 

to the first and third tests. The details of RMSE, MSE 

and Execution time can be seen in Table 11. 

Table 11 Experiment Result of GRU with Sigmoid Activation 

 

Test Epoch 
Batch 

Size 

Sigmoid Execution 

Time RMSE MSE 

1 100 64 0.017145 0.000294 54.7s 

2 150 128 0.012568 0.000158 1m 25s 

3 500 256 0.012845 0.000165 1m 23s 

 

Figure 16 Actual vs. Predict GRU ReLU Activation 

 

Figure 16 depicts the prediction results of GRU against 

ReLU activation. The first test was conducted using a 

batch size of 64 with epoch 100, the second test batch 

size of 128 and epoch 250, and the third test was 

conducted with a batch size of 256 and epoch 500. In 

ReLU activation, the best results were achieved in the 

first test with an execution time of 1 minute 22 seconds, 

which was followed by the second test with the same 

time as the first test of 1 minute 22 seconds, but there 

was a significant change in the third test with the longest 

execution time taking 2 minutes 23 seconds.  

 
Figure 17 RMSE GRU Comparison Between Tanh, Sigmoid ReLU 

Information on RMSE and MSE, as well as execution 

time can be seen in Table 12. In addition, the 

comparison of RMSE and MSE between the three 

activations can be seen in Figures 16 and 17. 

Table 12 Experiment Result of GRU with ReLU Activation 

 

Test Epoch 
Batch 

Size 

ReLU Execution 

Time RMSE MSE 

1 100 64 0.012567 0.000158 1m 22s 

2 150 128 0.013639 0.000186 1m 25s 

3 500 256 0.016061 0.000258 2m 23s 

 

Figure 18 MSE GRU Comparison Between Tanh, Sigmoid ReLU 

3.2 Discussions 

Different treatment of parameters such as the number of 

epochs, activation function and batch size can change 

the results very significantly, the models that have been 

tested have gotten the best attention, in LSTM, the best 

model is to use Tanh activation compared to Sigmoid 

and ReLU. 

The third model LSTM with the number of epochs 500, 

as well as batch size 256, produces an RMSE value of 

0.012441 and MSE 0.000155 but has the disadvantage 

that the execution time is very long at 3 minutes 24 

seconds, this is because LSTM has a high complexity 

algorithm in performing the learning process at each 

iteration and meanwhile RNN and GRU provide shorter 

execution time compared to LSTM. 

RNN reaches its best model in the third model with 

epochs of 500, batch size 256 getting RMSE results of 

0.013445 and MSE of 0.000181 with an execution time 

of 1 minute, using Tanh activation, then followed by 

GRU with the second model where there are differences 

between selecting parameters for LSTM and RNN 



 Zidane Ikkoy Ramadhan, Harya Widiputra 

Jurnal RESTI (Rekayasa Sistem dan Teknologi Informasi) Vol. 8 No. 3 (2024)  

 

This is an open access article under the CC BY-4.0 license                                                                                 386 

 

because GRU only requires epochs of 250 and batch 

size 128 with an execution time of 1 minute 25 seconds 

to reach its optimum and getting RMSE results of 

0.12568 and MSE 0.000158 using Tanh activation. 

 

Figure 19 Actual vs. Predict Best Model of Three Models 

RNN can execute quickly due to its simple algorithm 

structure compared to LSTM. On the other hand, 

although GRU is more complex than RNN, it has a 

more compact structure and some reliable mechanisms 

for regulating the flow of information, which ultimately 

results in a faster execution time than LSTM but still 

slightly slower than RNN. 

LSTM is the model that performs most effectively but 

not very efficiently this is because LSTM has the 

smallest error value but has the longest execution time 

compared to GRU providing computationally efficient 

results, on the other hand, RNN which has the fastest 

execution time has the highest error value compared to 

both algorithms. 

This actuality can be seen in Figure 19 which shows a 

comparison of the best between three models of RNN, 

LSTM and GRU against Tanh activation. Tanh is the 

most optimal activation compared to Sigmoid and 

ReLU. Although LSTM has a lag between actual and 

predicted values, it can be close to actual data, on the 

other hand, GRU is almost close to the performance of 

LSTM this is due to the simpler structure of GRU 

compared to LSTM utilizing fewer gating mechanisms, 

which can reduce computational complexity. 

 
Figure 20 RMSE Comparison Best of Three Models 

 
Figure 21 MSE Comparison Best of Three Models 

Figure 20 and Figure 21 show the best three models 

with each using Tanh activation being analyzed on the 

RMSE and MSE score for each prediction. 

Based on the plotted error values between the three 

models, an initial conclusion can be made that the 

model that has the smallest error value is LSTM 

followed by GRU and RNN, in terms of using activation 

function Tanh is the most optimal choice compared to 

Sigmoid and ReLU. 

This is due to the characteristics of Tanh which can 

handle data centred around zero better, as well as being 

able to overcome the gradient disappearances problem 

that often occurs in Sigmoid activation. ReLU 

activation, although simple, can cause dead neuron 

problems which are neurons that fail to activate in the 

learning process because the activation is outside the 

usable range. 

Thus, for modelling that requires high accuracy and is 

ready to sacrifice computation time, LSTM can be a 

suitable choice. However, if computational time 

efficiency is a top priority, GRU can be a better 

alternative with almost comparable performance to 

LSTM. 

4. Conclusions 

LSTM is the most effective algorithm in predicting the 

closing price of Bitcoin which is measured by the 

RMSE value of 0.012441 and MSE 0.000155, but it is 

not very efficient because of the high computational 

level so it took 3 minutes 24 seconds to make a 

prediction, followed by GRU which gets RMSE results 

of 0.12568 and MSE 0.000158 with a computation time 

of 1 minute 25 seconds, then the RNN is the fastest 

algorithm with a computation time of 1 minute 23 

seconds, but it is not effective because it has the largest 

error value compared to the GRU and LSTM algorithms 

with RMSE values of 0.013445 and MSE 0.000181. 

Hence, the use of Tanh activation is the most optimal 

activation in predicting Bitcoin prices, compared to 

other activations. However, currently, the conducted 

research is still limited to measuring and comparing the 

performance of RNN models based on accuracy (RMSE 

and MSE values) and computing time only. Therefore, 
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further exploration involving other performance 

measures, such as Mean Absolute Error (MAE), 

Prediction Interval Coverage Probability (PICP) and 

Prediction Interval Width (PIW) to obtain a more 

comprehensive understanding of the performance of 

RNN models in predicting time-series data, especially 

Bitcoin price movements should be carried on. Apart 

from that, testing of other deep learning models, such as 

BI-LSTM or CNN-LSTM, which are accompanied by 

larger datasets, also needs to be reviewed to obtain more 

complete performance characteristics of deep learning 

models in predicting time-series data. Finally, 

integrating several RNN models to produce an 

ensemble also provides space for further research in the 

future. 
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