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Abstracts 

The problem of automatic parking lot identification and vehicle detection in open areas is becoming increasingly important 

due to the growth in the number of vehicles in Indonesia, particularly in big cities, resulting in difficulties in finding parking 

spaces during peak hours. In this condition, the motorists often have to compete for parking spaces. This research aims to 

develop a smart parking system that integrates YOLOv5 and OpenCV algorithms. This approach combines both algorithms 

thoroughly to identify parking spaces and detect vehicles in real-time in diverse parking scenarios. It is conducted in an open 

area with reference to parking conditions at the BRIN Bandung office. This study collected data from three different parking 

lot conditions, namely empty, partially occupied, and full. In each condition, the system successfully detected the parking lots 

and vehicles accurately. The novel contribution of this research is the development of a smart parking system that uses an 

integrated approach, providing an effective solution for the challenges of parking lot availability and vehicle detection. By 

utilizing the advantages of both algorithms, we successfully created a system that can identify the parking spaces and detect 

the vehicles accurately and efficiently under various parking circumstances. Thus, this research makes a significant 

contribution to the development of smart and adaptive parking management technology. 
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1. Introduction  

Object recognition has advanced significantly in the 

realm of computer vision, particularly in community-

oriented endeavours. Numerous methodologies derived 

from research outcomes have been extensively utilized 

to support communal activities. As image data 

continues to grow, the prompt identification of objects 

within these images becomes increasingly essential [1]. 
With the increasing amount of image data, the need for 

object recognition becomes progressively crucial for 

facilitating the identification of objects with the images 

quickly. Object recognition for these images is widely 

used to recognize various elements, such as texts [2], 

vehicles [3], fingerprints [4], faces [5], and others. This 

research was conducted in response to the increasing 

number of vehicles in Indonesia, more specifically in 

big cities, which makes it difficult to find parking 

spaces during peak hours. In Indonesia, as the price of 

vehicles becomes more affordable, their numbers keep 

growing and the need for more parking spaces [6]. For 

the places, such as shopping malls, schools, airports, 

and others, competition for parking spaces becomes 

fierce when parking spaces are available [7]. Currently, 

most of the parking lots do not have a structured system 

and are mostly managed manually, which is often less 

efficient. The most common problem in parking lots is 

the time-wasting search for available parking spaces. 

The users often have to go around the parking lot until 

they find an empty parking space [8]. This situation is 

particularly evident at the National Innovation 

Research Institute Bandung office, where the parking 

system still relies on manual handling by security 

guards. Inefficient parking management can lead to 

traffic congestion, prolonged time to find parking 

spaces and inconvenience for office users. 

https://doi.org/10.29207/resti.v8i3.5728
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In addressing these challenges, the adoption of object 

recognition technologies in computer vision, especially 

by utilizing deep learning technologies, has emerged as 

a promising solution to detect vehicles and assess 

parking space availability. Previous research has 

emphasized utilizing AlexNet's Convolutional Neural 

Network (CNN) [9] to identify parking space 

availability with a high degree of precision. In another 

approach, several studies have focused on evaluating 

the performance of the YOLO algorithm in detecting 

parking lot availability. For example, [10] proposed a 

method using AlexNet architecture to detect available 

parking spaces based on vehicle position. They 

conducted experiments using a large dataset covering 

various lighting conditions and vehicle types. The 

testing process was conducted by dividing the dataset 

into training data and test data, and they recorded a 

detection accuracy of 98.0%, precision of 98.0%, and 

recall of 97%. However, this research has limitations in 

terms of scalability and detection speed, especially 

when applied in real-time situations in crowded parking 

areas. In addition, [11] proposed a more sophisticated 

approach using the Tiny-YOLO method to detect 

vehicles in streaming videos in real time. They used a 

well-labeled dataset to train the model and measured 

the performance of their algorithm using measures of 

accuracy, detection speed, and computational resource 

usage. The test results showed high accuracy, reaching 

97.5%-98% on the test data, with detection speed 

reaching 28-38 FPS (Frames per Second). Lastly, 

research[12] introduced an approach using Blackbox 

methods that allows the execution of modules on the 

system and direct observation of the results. They 

adopted a more experimental approach by conducting a 

series of tests on an actual parking system to validate 

the reliability and effectiveness of their approach. The 

test results show that the Blackbox method has a 

satisfactory accuracy rate as expected. However, this 

research has limitations in scalability and integration 

with wider parking systems. 

However, these studies have not delved into the specific 

process of obtaining parking positions as well as 

vehicle detection. Therefore, the purpose of this 

research is to develop an advanced parking system that 

integrates the YOLOv5 algorithm and OpenCV. 

Through the application of effective object recognition 

technology, it is expected that this system can provide 

real-time parking space availability information with 

improved accuracy and efficiency. The new 

contribution of this research is the development of a 

smart parking system that uses an integrated approach. 

By utilizing the advantages of the Yolo algorithm and 

OpenCV library, this research succeeded in creating a 

system that can identify parking spaces and detect 

vehicles accurately and efficiently in various parking 

situations. Thus, this research has made a significant 

contribution to the development of intelligent and 

adaptive parking management technology, which has 

the potential to increase the effectiveness of vehicle 

detection and automatic parking lot labelling. In 

addition, it is expected that this research can also 

provide a greater effective solution in addressing the 

issue of parking space availability, optimizing resource 

utilization, and improving the parking experience for 

office users. 

2. Research Methods 

This research adopts a quantitative approach to collect 

and analyze data related to parking space availability at 

the BRIN Bandung office. The selection of a 

quantitative method is selected to enable objective 

measurements and essential statistical analysis in 

understanding the effectiveness of the smart parking 

system. The research process was detailed in three 

stages, encompassing data collection, data analysis, 

examine the use of images and videos as input for the 

testing. 

Data collection was conducted by taking samples from 

one of the parking areas at the BRIN Bandung office 

every day for a month. The volume of the collected data 

exceeded 50 images in (.jpg) format and 10 videos in 

(.mp4) format, which included full, empty, and 

partially occupied parking conditions. The sample size 

was chosen based on the prior evaluations of parking 

activities at the BRIN Bandung office, and images were 

captured using a Redmi Note 10 smartphone camera. 

The collected dataset was analyzed using the YOLOv5 

algorithms and OpenCV library to achieve accurate 

vehicle detection and automatic parking space 

labelling. 

Data processing involved utilizing the Torch model 

from YOLOv5 to detect vehicles in each image. 

Furthermore, images were converted to grayscale to 

facilitate further analysis. This process included 

converting images from colour to grayscale format, 

ensuring data processing consistency, and minimizing 

dimensions required for analysis. 

2.1 OpenCV 

Computer Vision is a concept that mimics the ability of 

human vision using software and hardware on 

computers, it integrates knowledge in the fields of 

computer science, electrical engineering, mathematics, 

physiology, biology, and cognitive science to 

understand and simulate the process of human vision 

[13]. The term "OpenCV" stands for "open-source 

computer vision." Its architecture consists of software, 

databases, and pre-programmed plugins with support 

for integrating computer vision applications [14]. It is 

one of the most widely used toolkits among a large 

developer community. OpenCV is renowned for its 

extensive usage in building real-world applications for 

industrial purposes. It follows programming languages 

such as C/C++, Python, and Java and can be employed 

to develop computer vision software for desktop and 

mobile platforms like Windows, Linux, macOS, 

Android, and iOS.  
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The latest releases are OpenCV-4.5.2 and OpenCV-

3.4.14. It is free, open-source, user-friendly, and easy 

to install. It is designed for numerical productivity with 

a significant emphasis on real-time applications. While 

the initial version used the C programming language, 

its success increased with the release of Version 2.0, 

which introduced the implementation in C++[15]. C++ 

is used to introduce new features. The platform includes 

the latest distribution updates (version: 4.5.2) as well as 

older iterations. Photos must be in BGR or Grayscale 

format to be displayed or saved by using OpenCV. 

Otherwise, undesired results may occur [16]. The use 

of computer vision technology or OpenCV is more 

economical because one camera can classify many 

parking spaces simultaneously [17]. The parking space 

detection method in this research uses image 

processing techniques through the OpenCV library. 

2.2 YOLOv5 

YOLOv5, the fifth-generation object recognition 

algorithm, was introduced in April 2020. Since it is 

broadly similar to previous generations of YOLO, 

YOLOv5 stands out with its ability to be run using only 

the Python programming language. The advantages of 

using Python include the ease of its installation and 

integration on Internet of Things (IoT) devices. 

Architecturally, YOLOv5 adopts updates that are 

largely similar to YOLOv4, with few differences found 

in this study. However, detailed documents on the 

YOLOv5 architecture are not widely available yet; the 

developer only publishes the code repository on 

GitHub and performs updates there. Based on the code 

analysis in the .yaml file, the YOLOv5 model uses a 

Focus structure on the backbone and CSP network, 

supplemented with SPP on the neck and PANet, and 

uses GIoU-loss on the model head [18]. Glenn Jocher's 

integration adds an anchor box selection process into 

YOLOv5, allowing the model to automatically learn 

the best anchor boxes in the dataset used during the 

training process [19]. YOLOv5 was chosen for this 

research because it is equipped with a good balance 

between accuracy and speed, which surpasses 

YOLOv3 and MobileNet-SSDV [20].  

In terms of network depth and feature map width, 

YOLOv5 can be categorized into four models: 

YOLOv5s, YOLOv5m, YOLOv5l, and YOLOv5x 

[21]. The performance of these models is assessed and 

documented on the MS COCO test dataset, as 

illustrated in Table 1. 

The performance comparisons reveal that YOLOv5s 

exhibits the fastest processing speed, while YOLOv5x 

achieves the highest detection accuracy among these 

models. Notably, all four models share an identical 

network structure, encompassing input, backbone, 

neck, and prediction components. This paper 

introduces a method to achieve a lightweight model 

design, minimizing FLOPs, parameter count, and 

model size while preserving detection accuracy. 

Consequently, YOLOv5s is chosen as the benchmark 

model for further enhancements [21].  

Table 1. The evaluation of various YOLOv5 model performance 

[21] 

Model Size(pixels) mAP 

(0.5) 

mAP(0.

5:0.95) 

Speed 

v100 

(ms) 

Para

ms 

(M) 

FLO

Ps 

(G) 

YOLOv5s 640 × 640 55.4 36.7 2.0 7.3 17.0 

YOLOv5m 640 × 640 63.3 44.5 2.7 21.4 51.3 

YOLOv5l 640 × 640 66.9 48.2 3.8 47.0 115.4 

YOLOv5x 640 × 640 68.8 50.4 6.1 87.7 218.8 

Figure 1 depicts the structure of YOLOv5s as the 

representative model, with detailed descriptions of each 

network component. 

 

Figure 1. Database Mirroring Architecture[21] 

The identical network structure comprises input, 

backbone, neck, and prediction components. This paper 

introduces a method to achieve a lightweight model 

design, minimizing FLOPs, the number of parameters, 

and the model's size while ensuring detection accuracy. 

Consequently, YOLOv5s is chosen as the benchmark 

model and further enhanced. Figure 1 illustrates the 

structure of YOLOv5s as a representative model, with 

detailed descriptions of each network component 

provided[21].  

In order to enhance the accuracy and speed of vehicle 

detection in this study, we proposed a lightweight 

vehicle detection network model based on YOLOv5s. 

The schematic diagram of the improved YOLOv5s 

structure can be seen in Figure 2. The parameters in 

each box indicate the output size of the feature map of 

the previous layer as the input size for the feature map 

of this layer, the output size of the feature map of this 

layer, the size of the convolution kernel, and the size of 

the step. In this study, we embed the CBAM module 

(bright yellow) after the C3-3 and SPP modules in the 

main YOLOv5s network. We also introduced the 

C3Ghost module (green) and Ghost module (light grey) 

into the YOLOv5s neck network [21].  

The CBAM module aims to improve the feature 

extraction capability of the network by highlighting the 

critical information for vehicle detection, thereby 

enhancing vehicle accuracy in various scenarios. 
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Additionally, the C3Ghost and the Ghost modules aim 

to further reduce the number of parameters and FLOPs 

of the model. The role of YOLOv5 in this study is to 

detect facial objects in images, with the model used was 

the YOLOv5s model. These refinements have been 

integrated into our innovative smart parking 

management approach, combining the YOLOv5 

algorithm and OpenCV. 

 

Figure 2. Database Mirroring Architecture[21] 

The capturing of images and videos unfolds as a pivotal 

aspect in our investigation, employing the Redmi Note 

10 mobile camera across diverse parking scenarios. 

Videos have been meticulously recorded to extract 

dynamic and situational data within the parking area. 

This approach enables us to comprehensively probe 

into and analyze a holistic portrayal of varied parking 

conditions. Manual labelling parking spaces is a crucial 

step for efficient parking vacancy detection in our 

innovative smart parking management approach. The 

dataset provides labelled images with coordinate 

information about parking slots in XML files. 

However, in our context, this data is not applicable as 

our designed system operates in real-time scenarios. 

Thus, manual marking of parking spaces is performed 

at each parking location.  

 

Figure 3. Illustration Rectangle labels are manually defined to 

represent parking lots. 

Initially, resizing is accomplished using the OpenCV 

library, adjusting the image to the desired dimensions, 

such as 1020px × 600px, to ensure a focused image. 
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Resizing is crucial for creating labels on parking slots 

using rectangles. Subsequently, the identified positions 

of parking slots are visually represented on the image 

with magenta-coloured rectangles (255, 0, 255), 

outlining the boundaries of each parking slot. Figures 

3. and 4. depict the process of creating rectangles on a 

photo of an empty parking lot in our smart parking 

management approach. 

 

Figure 4. Rectangle labels are manually defined to represent parking 

lots. 

2.3 Parking Area Mapping 

In the parking area mapping phase, we applied an 

innovative approach using the OpenCV library to gain 

a comprehensive understanding of parking space 

availability. The process begins by converting the 

image into grayscale and black-and-white formats. 

Crucial white line detection is performed using the 

OpenCV library, specifically the cv2. Adaptive 

Threshold() function, to generate a binary 

representation facilitating the identification of empty 

areas. This adaptive thresholding method allowed us to 

dynamically calculate the threshold value based on the 

local neighborhood of each pixel. Two adaptive 

methods are available: 

cv2.ADAPTIVE_THRESH_MEAN_C, where the 

threshold value is the mean of the neighborhood area 

and cv2.ADAPTIVE_THRESH_GAUSSIAN_C, 

where the threshold value is the weighted sum of 

neighborhood values with weights was calculated using 

a Gaussian window. As part of the evaluation, the 

system delineates each successfully identified parking 

space. The cvzone.putTextRect() method is utilized to 

highlight each parking space by displaying the number 

of vehicles. The colour and thickness of the text are 

dynamically adjusted based on the number of detected 

vehicles. For example, if the number of vehicles is 

below the critical threshold of 583, the text will be 

displayed in green with the RGB format (0, 255, 0), 

indicating parking space availability. Conversely, if the 

number of vehicles exceeds the threshold, the text 

colour changes to red with the RGB format (0, 0, 255), 

representing that the parking space is occupied as 

Pseudocode 1. 

function checkParkingSpace(imgPro): 

    spaceCounter = 0 

    for each pos in posList do: 

        x, y = pos 

        imgCrop = cropImage(imgPro, y, y+height, x, x+width) 

        count = countNonZero(imgCrop) 

        putTextRect(img, str(count), (x, y+height-3), scale=1, 

thickness=2, offset=0, colorR=(0, 255, 0)) 

       if count < 583 then: 

            color = (0, 255, 0) 

            thickness = 5 

            spaceCounter += 1 

        else: 

            color = (0, 0, 255) 

            thickness = 2 

        rectangle(img, pos, (pos[0] + width, pos[1] + height), color, 

thickness, 2) 

    putTextRect(img, 'Empty: ' + spaceCounter + '/' + len(posList), 

(100, 50), scale=3, thickness=5, offset=20, colorR=(0, 200, 0)) 

# Parking space detection 

imgGray = convertColor(img, COLOR_BGR2GRAY) 

imgBlur = gaussianBlur(imgGray, (3, 3), 1) 

imgThreshold = adaptiveThreshold(imgBlur, 255, 

ADAPTIVE_THRESH_GAUSSIAN_C, THRESH_BINARY_INV, 

25, 16) 

imgMedian = medianBlur(imgThreshold, 5) 

kernel = createKernel((3, 3), uint8) 

imgDilate = dilate(imgMedian, kernel, iterations=1) 

checkParkingSpace(imgDilate) 

 Pseudocode 1. Pseudocode of Parking Area Mapping 

With this detailed approach, the system provides a clear 

and interactive visualization of parking space 

availability status, leveraging the advantages of the 

OpenCV algorithm in image analysis and object 

detection. The flowchart of the parking area mapping 

process can be seen in Figure 5. 

 

Figure 5. Flowchart of the parking area mapping 
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2.4 Vehicle Detection in Parking Lots 

The YOLOv5 model comprises three crucial 

components: the Backbone, Neck, and Head. Detailed 

architecture can be seen in Figure 5. The Backbone 

consists of several Convolutional Cross Stage Partial 

(CSP) processes for feature extraction from the input 

image. The advantage of CSPNet lies in its optimal 

feature extraction capability to enrich information from 

the image. Additionally, these features will be passed 

to the Neck to identify objects of the same but different 

sizes and scales, often referred to as pyramid features. 

The Neck section of YOLOv5 employs PANet to 

achieve pyramid features. The final stage is the Head, 

where the model performs detection and evaluation 

using the results of object frames and the probability 

values of each class. 

Our innovative approach to vehicle detection using the 

YOLO (You Only Look Once) algorithm leverages 

pre-trained models from YOLOv5. We implement 

advanced configurations to obtain bounding boxes and 

classify vehicles, including cars. Figure 6 illustrates the 

workflow of vehicle detection using the YOLOv5s 

model. 

 

Figure 6. YOLOv5 Architecture for Vehicle Detection in Parking 

Lots 

Subsequently, we utilize this model to detect objects in 

the input images. The detection results include 

bounding box coordinates and class labels for each 

detected object. We iterate over the detection results to 

retrieve coordinate and class label information for each 

object. Next, we calculate the centre coordinates of 

each bounding box for further analysis. If the detected 

object is a car, we utilize the OpenCV library to draw 

bounding boxes around it and add a class label (e.g., 

'car', 'motorcycle') near the bounding box. Thus, this 

process enables us to efficiently detect and identify cars 

in the input images. Through the integration of YOLO 

for vehicle detection, our system not only serves as an 

efficient parking management tool but also as a 

responsive solution to the dynamics of parking space 

utilization. 

2.5 Testing Vehicle and Parking Slot Detection 

The testing stage is split into two components: the 

initial test employs images as input, whereas the 

subsequent test integrates real-time video. The 

objective of the image-based testing is to evaluate the 

accuracy of the YOLOv5 and OpenCV models in 

detecting vehicles and parking slots. In the initial step 

of the image-based testing, empty parking lot images 

are prepared. The program then performs detection, and 

if no cars are detected, the parking slots are marked in 

green, indicating that all twenty slots are empty. After 

the successful detection, the program continues to 

identify partially occupied parking spaces. The system 

detects cars with blue bounding boxes and empty ones 

remain green as seen in Figure 7. 

 

Figure 7. Example of bounding box results 

3. Results and Discussions 

In this research, the testing of the Innovative Smart 

Parking Management Approach is divided into 3 

stages. The first stage is Parking Area Mapping, the 

second stage is Vehicle Detection in Parking Lots, and 

the third stage is the Testing of Vehicle and Parking 

Slot Detection.  

3.1 Results of Parking Area Mapping 

In the parking lot mapping testing phase, an image 

depicting empty, partially occupied, and full parking 

conditions was involved. This image consists of 20 

parking slots identified through the OpenCV rectangle 

tool for the rectangular slot parking process. The testing 

data was conducted using the Integrated Development 

Environment (IDE) PyCharm with the Python 

programming language. 

During the parking lot mapping testing, the analysis of 

results was performed using the 

checkParkingSpace(imgPro) function, which aims to 
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evaluate the availability of parking spaces in each 

previously identified slot.  

 
(a)  

 

(b) 

 

(c) 

Figure 8. Evaluation data on the model (a) empty parking lot, (b) 

partially occupied, and (c) Full 

The checkParkingSpace function is responsible for 

checking the availability of parking spaces in each 

identified slot. By utilizing the predetermined slot 

positions, this function analyzes based on the number 

of pixels detected in each slot. The analysis results 

provide information on whether a parking slot is empty 

or occupied. Firstly, it iterates through each 

predetermined slot position to ensure that each slot is 

evaluated individually. Then, in each iteration, the 

input image is cropped according to the boundaries of 

the respective parking slot. This allows for further 

analysis of specific parts of the image. Using 

cv2.countNonZero, the function calculates the number 

of pixels with non-zero values in the cropped image. 

This number reflects how much area in the parking slot 

has been occupied. Each parking slot is visualized on 

the main image using rectangles. The colour and 

thickness of the rectangles indicate the availability 

status of the parking space. If the number of pixels is 

below 583, it indicates that the parking space is empty, 

and the rectangle is green. Conversely, if the number of 

pixels exceeds 583, it indicates that the parking space 

is occupied, and the rectangle is red. A text is displayed 

on the image providing statistical information about the 

number of empty parking spaces out of the total 

evaluated slots. Figures 8 and 9 illustrate the results of 

parking lot mapping testing using the OpenCV model. 

 

(a) 

 

(b) 

 

(c) 

Figure 9. Results of evaluation data on the model (a) empty parking 

lot, (b) partially occupied, and (c) Full 

3.2 Result of Vehicle Detection in Parking Lots 

The vehicle detection results are obtained through 

training on a dataset of top-down parking lot images, 

hereafter referred to as the configuration of epochs and 
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batch size. The selection of the best model is based on 

monitoring the accuracy value at each epoch, and the 

model with the highest accuracy is chosen. Stochastic 

Gradient Descent (SGD) is used as the optimizer. In the 

training process, 14 training data and 2 validation data 

are used. The training data is utilized to train the model 

to accurately identify vehicles with occlusion, while the 

validation data is used to evaluate and validate the 

generated model during the training process. The 

performance of the model can be considered good if the 

recall, mAP0.5, precision, and mAP0.5:0.95 values 

approach 1, while the box loss, object loss, and class 

loss values approach 0.  

 

 

Figure 10. Training Process Results curve 

Table 2. Vehicle detection test results 

Image Data Label Result 

 

Car 

 

 

Motorcycle 

 

 

Car 

 

Image Data Label Result 

 

Motorcycle 

 

 

Car 

 

Figure 10 illustrates that the Precision of Compilation I 

increases rapidly and consistently; the compilation 

results show a faster and more stable increase in recall. 

Differences in image quality in the Compilation results 

contribute to variations in the improvement of recall, 

mAP0.5, precision, and mAP0.5:0.95 values. These 
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differences in image quality can also lead to weighted 

model performance being worse. Furthermore, in the 

testing phase, testing was conducted using an AXIOO 

Slimbook 14 R5 laptop. The testing process was carried 

out using PyCharm Community Edition 2023.3.1 and 

utilizing the AMD Ryzen5-3500u GPU. Testing was 

done by utilizing the best.pt model that has been trained 

and shows the x and y coordinates where the car is 

positioned.  

The test results present the accuracy of detecting cars 

with blue labels. Upon closer examination, it was found 

that the images used to train the real-time system were 

taken in an open area. This leads to our hypothesis that 

the accuracy of the system is negatively influenced by 

the brightness variability commonly encountered in 

such environments. Table 2. displays examples of still 

image test results, where the developed software 

displays the names of the identified labels above the 

bounding boxes surrounding the recognized 

individuals. It is important to note that these results are 

presented using still images. 

3.3 Results from Integration Testing between Vehicle 

Detection and Parking Slots. 

The integration testing phase focused on assessing the 

performance of the vehicle detection system in different 

parking lot scenarios as seen in Figure 11. Three 

distinct parking lot conditions were considered: empty, 

partially occupied, and nearly full. In the case of an 

empty parking lot, the system marked all parking slots 

in green if no vehicles were detected. For partially 

occupied parking lots, detected vehicles were 

highlighted with blue bounding boxes, while partially 

occupied parking slots were marked in red. Meanwhile, 

in scenarios where the parking lot was nearly full, the 

system identified vehicles and marked partially 

occupied slots in red, while empty slots remained 

green. Through these tests, the effectiveness of the 

vehicle detection system in various parking scenarios 

was evaluated. 

Furthermore, based on the performance results of the 

parking slot and vehicle counting system shown in 

Table 4, it can be concluded that the angle selection, 

data quality, and weather conditions affect the detection 

of parking slots and vehicles. The results from the 

proposed algorithm, utilizing the provided data, 

indicate that 31 vehicles were detected across three 

parking conditions: empty, partially occupied, and full, 

along with 20 parking slots being successfully 

identified. This demonstrates that the proposed 

algorithm achieves optimal performance, with a vehicle 

counting calculation percentage of 100%. 

Table 3. Test Data Classification Results Based on Integration 

Results 

Number 

of 

Vehicles 

Detected 

Number of 

Vehicles 

Not 

Detected 

Number 

of 

detected 

parking 

slots 

Number of 

undetected 

parking 

slots 

Percent

age 

(%) 

31 0 20 0 100 

 

Table 4. The calculation results 

Data 

Classification 

Labels 

Number of 

Detections 

Detection Results (Actual) 

Parking Slot 

Slot 

Vehicle 

Parking Slot 20 20 31 

Vehicle 31 20 31 

                      

 

(a) 

 

(b) 

 

(c) 

Figure 11. Results of Integration Testing between Vehicle Detection 

and Parking Slots (a) empty parking lot, (b) partially occupied, and 

(c) Full 

4. Conclusions 

The conclusion drawn from this study is that the 

integration of YOLOv5 and OpenCV algorithms 

proves effective in detecting and mapping parking 

space availability at the BRIN Bandung office. Object 

recognition technology, particularly YOLOv5, has 

demonstrated its capability to enhance accuracy and 

efficiency in parking management, provide real-time 
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and precise information, and thus minimize prolonged 

time in searching for parking slots. The alignment 

between the research objectives and the findings 

underscores that the utilization of this technology can 

offer an impressive solution to address parking 

availability issues. 
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