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Abstract  

Heart disease is a major problem that must be overcome for human life. In recent years, the volume of medical data related to 

heart disease has increased rapidly, and various heart disease data have collaborated with information technology such as 

machine learning in detecting, predicting, and classifying diseases. This research aims to improve the performance of machine 

learning classification methods, namely K-Nearest Neighbor (KNN) and Decision Tree (C4.5) with the particle swarm 

optimization (PSO) feature in cases of heart disease. In this research, a comparison was made of the performance of the PSO-

based K-NN and C4.5 algorithms. Following experiments employing PSO optimization to improve the K-NN and C4.5 

algorithms, the findings indicated that the K-NN algorithm performed exceptionally well with PSO, achieving an accuracy of 

89.09%, precision of 89.61%, recall of 90.79%, and an AUC value of 0.935. 
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1. Introduction  

In recent years, the volume of computerized medical 

data has increased rapidly[1], including medical data on 

heart disease [2], [3]. Manipulating large amounts of 

data to extract knowledge from them is a complex task 

[4], [5]. However, machine learning techniques, which 

are one of the fields of artificial intelligence, can be 

used to explore meaningful information from medical 

data storage for heart disease[6]. Moreover, machine 

learning techniques are widely applicable for versatile 

applications such as classification[7], [8], clustering[9], 

prediction[10], [11], and others.  

On the other hand, heart disease is an important problem 

that must be overcome for human life [12]. Although 

real-life consultants can predict and classify diseases 

with huge amounts of test data and require a long 

processing time, they can sometimes be wrong due to a 

lack of proper knowledge and experience in this regard. 

Therefore, computer-based classification of heart 

disease can be a more effective and time-saving way for 

the betterment of human life[6]. Machine learning is 

applied to find the initial stages of heart disease 

classification. Since the development of efficient 

classification techniques is growing rapidly for various 

types of classification tasks[13], [14], it is important to 

choose the right classification model approach for 

effective heart disease cases. 

In the current era of technological and information 

development, various heart disease data have 

collaborated with the IT world in terms of detecting, 

predicting and classifying disease. Various studies have 

also used the latest methods according to their capacity. 

Samosir Amril, MS Hasibuan [15] use several machine 

learning methods such as Random Forest (RF), Naïve 

Bayes (NB) and K-Nearest Neighbor (KNN) for heart 

disease classification from the Cleveland Clinic 

Foundation dataset of 304 records with an accuracy 

evaluation value for each method of RF = 0.84; NB = 

0.84, and KNN = 0.839. Sahar [16] also conducted 

research on heart disease using KNN, with an accuracy 

value of 67%, the dataset used was taken from UCI 

machine learning. Alham[17] used another machine 

learning, namely C4.5, for the classification of heart 
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disease and produced very good accuracy, namely 

94.4% of the heart disease dataset at RSUD Dr. 

Soedarso Pontianak. Arni Sepharni[18], researched the 

classification of heart disease which also used the C4.5 

algorithm, and produced an accuracy of 79%, using a 

public dataset from Kaggle. 

KNN and C45 methods have been widely used as 

models for classifying heart disease. However, most of 

the performance evaluation values for the classification 

of heart disease above are not optimal, meaning they 

can still be improved with optimization methods. One 

method that can increase the classification performance 

evaluation value is Particle Swarm Optimization 

(PSO)[19], [20]  

Challenges in classification frequently arise when 

encountering an extensive set of features in the dataset, 

with not all being utilized. Factors that can diminish 

classification performance include irrelevant and 

redundant features [21]. To enhance classification 

accuracy, the adoption of feature selection becomes 

crucial in determining the features to incorporate. 

Following the preprocessing phase, feature selection is 

employed to diminish attributes that do not contribute 

significantly to the improvement of classification 

accuracy [22] 

Several previous studies have used PSO to increase the 

evaluation value of classification performance. As 

researched by Warid Yunus [23] using the PSO-based 

KNN method in the classification of chronic kidney 

disease. Uma N Dulhare [24] uses the PSO-based NB 

method in detecting heart disease. Tya Septiani 

Nurfauzia[25] conducted research by applying PSO to 

increase the accuracy of predictions of hepatitis 

diagnosis using the Naive Bayes method. Lis Saumi 

Ramdhani [26] also conducted research by applying 

PSO to increase the accuracy of predicting hepatitis 

diagnosis using the C4.5 method. From several studies 

above, especially the classification of diseases 

discussed by Arni Sepharini, and the classification of 

diseases discussed by Sahar, the author tries to combine 

the two studies into one study and at the same time 

contributes to this research, namely by utilizing the 

Particle Swarm Optimization optimization method to 

increase the value evaluation of the performance of 

KNN and C4.5 classification on heart disease datasets 

taken from the same source, namely the Kaggle public 

dataset. Therefore, the aim of this research is to increase 

the performance evaluation value of KNN and C4.5 

classification with PSO features and compare the 

performance evaluation value of KNN and C4.5 

without PSO and with PSO. , especially on the heart 

disease dataset taken from the Kaggle public dataset. 

2. Research Methods 

The flow of the classification process carried out in this 

research can be seen in Figure 1. In Figure 1 it is 

explained that the first step is dataset selection. The 

dataset used in this research is the public heart failure 

dataset obtained on the page 

https://www.kaggle.com/datasets/fedesoriano/heart-

failure-prediction.   

 

Figure 1. Research Framework 

The number of data records in the dataset is 918 data 

records with 11 attributes and 1 class attribute, with 2 

class labels, namely normal and heart failure, where this 

dataset consists of 508 heart failure patient data and 410 

normal patient data. A snapshot of the dataset can be 

seen in Figure 2. 

 

Figure 2. Snapshot of Dataset 

Next, preprocessing is carried out, namely cleaning the 

data and preparing the data before processing it to the 

classification stage, including checking inconsistent 

data and correcting data errors. The next stage is the 

RapidMiner tools classification stage, data that is ready 

to be processed continues to the testing stage. The 

method used in this research is K-NN and C4.5 based 

on PSO (Particle Swarm Optimization), or the tests that 

will be carried out are classification with the K-NN and 

C4.5 algorithms without PSO and classification with 

the K-NN and C45 algorithms using PSO. For 

experimental purposes, the data is shared. In this study, 

the dataset was divided using a ratio of 70:30 or 70% of 

the data as training data and 30% of the data as test data. 

The K-NN algorithm falls within the category of 

instance-based learning and is classified as one of the 

lazy learning techniques. In K-NN, the process involves 

identifying a set of k data points in the training dataset 

that closely resemble the objects in the new or testing 

data[27][28]. The effectiveness of the K-NN algorithm 

is significantly impacted by the existence of irrelevant 

features, whether they are included or excluded, and the 

proper alignment of their weights based on their 

importance in the classification process.[29] 

https://www.kaggle.com/datasets/fedesoriano/heart-failure-prediction
https://www.kaggle.com/datasets/fedesoriano/heart-failure-prediction
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The K-NN approach strives to categorize new objects 

by considering their attributes and training samples. In 

the process of selecting an attribute comprising n 

neighbors (commonly referred to as k), the testing phase 

determines the k parameter based on the optimal k value 

identified during training. This optimal k value is 

achieved through a process of trial and error [30].  

The C4.5 algorithm is an algorithm that is commonly 

used, especially in the machine learning area. The C4.5 

algorithm is an algorithm used to classify data that has 

numeric attributes. The results obtained from 

implementing C4.5 are the result of developing the ID3 

algorithm[31]. C4.5 has advantages in terms of 

handling missing values in data, as well as dealing with 

continuous data. Saruni Dwiasnati et. al. [32] states that 

the C4.5 Algorithm is a model produced by forming a 

decision tree.  

According to Seruni Dwiasnati et. al [32], Particle 

Swarm Optimization (PSO) is an optimization 

algorithm that can be used to increase the performance 

evaluation value of classification algorithms so that 

more optimal results are known. Warid Yunus [23] 

Particle Swarm Optimization (PSO) is a straightforward 

optimization method designed for the application and 

adjustment of multiple parameters. PSO is widely used 

to solve weight optimization and feature selection 

problems. Ujang Juhardi [20] stated that In 1995, 

Kennedy and Eberhart introduced the Particle Swarm 

Optimization (PSO) technique, inspired by the 

collective behaviour observed in animal groups, like the 

coordinated movement of a flock of birds.  

The PSO algorithm mimics the social behaviour 

observed in organisms, where individual actions and the 

impact of others in a group play a crucial role. The term 

"particle" can be likened to a bird within a flock. Each 

individual or particle acts independently, relying on its 

own intelligence while being influenced by the overall 

collective behaviour of the group. When a particle or 

bird discovers an optimal or shorter path to a food 

source, the entire group can swiftly follow that path, 

even if they are situated at a distance from the original 

finding[33].   

Thus it is known that Particle Swarm Optimization 

(PSO) was developed based on the following 

model[34]: When a bird approaches its target or 

destination, it quickly sends information to certain 

birds; Other birds will follow the direction of the food 

but not directly; There is a component that depends on 

each bird's mind, namely its memory of what has passed 

in the previous time. 

3. Results and Discussions 

To observe the accuracy comparison results in this 

study, four experiments were conducted. These 

included experiments using the KNN method without 

the PSO feature, followed by the KNN method with the 

PSO feature, then the C4.5 method without PSO, and 

finally, the C4.5 method with PSO. The tool employed 

for these experiments was RapidMiner. 

3.1 KNN without PSO 

The following is an overview of the K-NN (K-Nearest 

Neighbord) algorithm testing carried out using 

RapidMiner: 

 

Figure 3. Classification process of KNN without PSO 

Figure 3 explains the process chart for obtaining 

classification performance values without KNN without 

using the PSO feature, starting from calling the dataset, 

namely the heart disease dataset, then splitting the data, 

namely dividing the training data and test data with a 

ratio of 70:30, after the data is split, the process 

continues to the next stage. The method used is KNN. 

The next step is to apply the model and after that get the 

evaluation results. The results obtained can be seen in 

the confusion matrix as shown in Figure 4. 

 

Figure 4. Confusion Matrix K-NN without PSO 

 

Figure 5. Result in AUC K-NN without PSO in PSO graph 

Based on the confusion matrix in Figure 4 with a value 

of K=9, it can be seen that in the "Normal" class there 

are 86 data which are correctly predicted to be in the 

Normal category, and 48 data which are incorrectly 

categorized as Normal should be Heart Failure. In the 

"Heart Failure" class, 37 data were incorrectly 

categorized as Heart Failure which should be Normal, 

and 104 data were correctly predicted as Heart Failure. 

So we obtained an accuracy value of 69.09%, precision 

of 73.76%, recall of 68.42% and AUC value = 0.748 
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which is included in the Fair Classification category. 

These values can be seen as shown in Figure 5 

3.2 KNN with PSO 

The following is an overview of the PSO (Particle 

Swarm Optimization) based K-NN algorithm testing 

carried out using RapidMiner: 

 

Figure 6. Classification Process of KNN using PSO 

Figure 6 depicts the procedural flowchart for acquiring 

classification performance metrics utilizing the KNN 

method, commencing with the division of data into 

training and testing subsets with a 70:30 ratio. 

Subsequent to the data partitioning, the process 

proceeds with the utilization of the KNN method. 

Following this, the model is executed, culminating in 

the retrieval of evaluation results. 

At the testing stage using PSO (Particle Swarm 

Optimization) the attribute values in the dataset will be 

weighted to see which attributes have good and relevant 

weights which can increase the accuracy value. The 

results of weighting with PSO (Particle Swarm 

Optimization) can be seen in Table 1. 

Table 1. Results of PSO Weighting in K-NN 

Attribute Weight 

ExerciseAngina 1 

Oldpeak 1 

ST_Slope 1 

FastingBS 0,520 

ChestPainType 0,301 

Age 0,235 

RestingECG 0,032 

Sex 0 

RestingBP 0 

Cholesterol 0 

MaxHR 0 

Table 1 is the result of attribute selection carried out 

using PSO in the K-NN method, obtaining the 4 lowest 

attributes, namely with a weight of 0 for the Sex, 

RestingBP, Cholesterol and MaxHR attributes, which 

means that these attributes do not have any influence on 

accuracy. obtained. So from the attribute selection 

results, there are 7 attributes that have a weight of more 

than 0, which means these attributes have an influence 

on the accuracy value in the dataset being tested. 

Following the preprocessing of the dataset, RapidMiner 

is employed to perform calculations for assessing the 

accuracy of the applied method. The outcome includes 

the derivation of a confusion matrix, as depicted in 

Figure 7. 

 

Figure 7. Confusion Matrix K-NN using PSO 

Using the confusion matrix depicted in Figure 7, when 

employing the K-NN method with a k-value of 9 and 

integrating PSO, it is evident that within the "Normal" 

class, 107 data points are correctly classified as Normal, 

but 14 data points are mistakenly assigned to the 

Normal category instead of Heart Failure. In the "Heart 

Failure" class, 16 data were incorrectly categorized as 

Heart Failure which should be Normal, and 138 data 

were correctly predicted as Heart Failure. 

So the accuracy value was obtained at 89.09%, 

precision at 89.61%, recall at 90.79% and AUC value = 

0.935 which was included in the Excellent 

Classification category. These values can be seen as 

shown in Figure 8 

 

Figure 8. Result in AUC K-NN using PSO in ROC graph 

3.3 C4.5 without PSO 

The following is an overview of the C4.5 algorithm 

testing carried out using RapidMiner: 

The diagram depicted in Figure 9 outlines the 

procedural flow for deriving classification performance 

metrics without employing C45 or utilizing the PSO 

functionality. Initially, it involves accessing the dataset, 

specifically the heart disease dataset. Subsequently, the 

data is partitioned, segregating it into training and 

testing subsets with a 70:30 ratio. Once the data is 

divided, the process advances to the subsequent phase, 

employing the Decision Tree (C4.5) methodology. 

Following this, the model is executed, and thereafter, 

the evaluation outcomes are obtained. The results 

obtained can be seen in the confusion matrix as shown 

in Figure 10: 

Based on the confusion matrix in Figure 10 using the 

C4.5 method, it can be seen that in the "Normal" class 

there are 92 data correctly predicted for the Normal 

category, and 23 data incorrectly categorized as Normal 

should be Heart Failure. In the "Heart Failure" class, 31 
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data were incorrectly categorized as Heart Failure 

which should be Normal, and 129 data were correctly 

predicted as Heart Failure. 

 

Figure 9. Classification Process C4.5 without PSO 

 

Figure 10. Confusion Matrix C4.5 without PSO 

So we obtained an accuracy value of 80.36%, precision 

of 80.62%, recall of 84.87% and AUC value = 0.788 

which is included in the Fair Classification category. 

These values can be seen as shown in Figure 11. 

 

Figure 11. Result in AUC C4.5 without PSO in ROC graph 

3.4 C4.5 with PSO 

The following is an overview of the PSO (Particle 

Swarm Optimization) based C4.5 algorithm testing 

carried out using RapidMiner: 

Figure 12 illustrates the process flowchart for acquiring 

classification performance metrics, beginning with the 

division of data into training and testing sets at a ratio 

of 70:30. Following the data split, the procedure 

advances to employing the Decision Tree (C4.5) 

method. Subsequently, the model is implemented, 

leading to the retrieval of evaluation results.  

At the testing stage using PSO (Particle Swarm 

Optimization) the attribute values in the dataset will be 

weighted to see which attributes have good and relevant 

weights which can increase the accuracy value. The 

results of weighting with PSO (Particle Swarm 

Optimization) can be seen in Table 2. 

 

Figure 12. Classification Process C4.5 using PSO 

Table 2. PSO Weighting Results in C4.5 

Attribute Weight 

Age 1 

ChestPainType 1 

RestingBP 1 

MaxHR 1 

Oldpeak 1 

Sex 0,487 

ST_Slope 0,300 

Cholesterol 0,103 

ExerciseAngina 0,076 

FastingBS 0 

RestingECG 0 

The results of the attribute selection carried out using 

PSO in the C4.5 method obtained the 2 lowest 

attributes, namely with a weight of 0 for the FastingBS 

and RestingECG attributes, which means that these 

attributes do not have any influence on the accuracy 

obtained. So from the attribute selection results, there 

are 9 attributes that have a weight of more than 0, which 

means these attributes have an influence on the 

accuracy value in the dataset being tested. 

From the dataset that has been processed, calculations 

are then carried out using RapidMiner to determine the 

accuracy of the method used, a confusion matrix is 

obtained as shown in Figure 13. 

 

Figure 13. Confusion Matrix C4.5 using PSO 

Based on the confusion matrix in Figure 13 which uses 

the C4.5 method based on PSO, it can be seen that in 

the “Normal” class there are 101 data correctly 

predicted for the Normal category, and 14 data 

incorrectly categorized as Normal should be Heart 

Failure. In the “Heart Failure” class, 22 data were 

incorrectly categorized as Heart Failure which should 

be Normal, and 138 data were correctly predicted as 

Heart Failure. 

So we get an accuracy value of 86.91%, precision of 

86.25%, recall of 90.79% and AUC = 0.855 which is 

included in the Good Classification category. These 

values can be seen as shown in Figure 14.  

To increase the classification performance evaluation 

value, we set special PSO parameters in the Population 

Size, Max Generation, Inertia Weight, Local Best 
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Weight and Global Best Weight sections. The aim of 

setting parameters is to be able to reduce false positive 

values and produce good evaluation values if the false 

positives are reduced. Apart from that, we added the 

Optimize Weights (PSO) operator, an optimization 

method that helps strengthen the evaluation value. The 

parameter values are Population Size = 5, Max of 

Generation = 30, Inertia Weight = 1.0, Local Best 

Weight = 1.0, and Global Best Weight = 1.0. We give 

this value the same for KNN and C4.5. 

 

Figure 14. Result in AUC C4.5 using PSO in ROC graph 

Testing using a rapid miner to test the K-NN and C4.5 

methods has been carried out in the previous process to 

produce accuracy, precision, recall and AUC values 

which can be shown in Table 3. 

Table 3. Classification Results Using Rapid Miner 

Algorithm Accuracy Precision Recall AUC 

K-NN 69,09 73,76 68,42 0,748 

K-NN + PSO 89,09 89,61 90,79 0,935 

C4.5 80,36 80,62 84,67 0,788 

C4.5 + PSO 86,91 86,25 90,79 0,855 

Table 3 shows a comparative comparison of the 

accuracy values obtained from the two classification 

algorithms used, namely K-NN and C4.5 using PSO 

and without using PSO. From the results obtained, it can 

be seen that both classification methods have increased 

the accuracy value using PSO. Compared to the results 

without using PSO in calculations using RapidMiner, 

especially the K-NN algorithm which experienced an 

increase in accuracy of 20% from 69.09% to 89.09% in 

testing with RapidMiner, for the C4.5 algorithm there 

was also an increase in accuracy of 6 .55% from 80.36% 

to 86.91% in testing with RapidMiner. The highest 

accuracy value was obtained in the PSO-based K-NN 

algorithm carried out on RapidMiner, namely 89.09%. 

Even though it uses a simple tool such as a rapid miner, 

the model obtained produces good scores in the 

classification of heart disease. Several PSO parameters 

that are set are able to increase the evaluation value of 

classification performance, especially the value of 

accuracy, precision-recall and f1-score. 

4. Conclusions 

The conclusion of this research states that the PSO 

feature is able to increase the performance evaluation 

value of KNN and C4.5 classification of heart disease 

datasets using the RapidMiner tool. The K-NN 

algorithm when used with PSO in RapidMiner achieved 

the highest accuracy of 89.09%, precision of 89.61%, 

recall of 90.79%, and AUC value of 0.935. This 

performance is considered very good in terms of 

classification accuracy. The application of Particle 

Swarm can increase the accuracy resulting from the K-

NN and C4.5 algorithms in classifying heart disease 

data where the results obtained are higher compared to 

the values obtained before implementing PSO. Even 

though it uses a simple tool such as a rapid miner, the 

model obtained produces a good score in the 

classification of heart disease. Several PSO parameters 

determined are able to increase the evaluation value of 

classification performance, especially the value of 

accuracy, precision, recall and f1-score. 
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