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Abstract  

Caseand s of drug abuse are on the rise, with many users entering the addiction phase, often resulting in overdose and death. 

Drugs are chemical compounds that are capable of affecting biological functions, can induce feelings of happiness and reduce 

pain. To address this growing problem, a proactive measure is needed. Therefore, this study aims to classify drug users and 

non-users, so that health workers and therapists can educate about the dangers of drugs to non-users and rehabilitate drug 

users. This study uses drug consumption data taken from the UCI Irvine Machine Learning Repository. The data consists of 

1885 rows with 32 attributes and 2 classes, where there are 18 types of legal and illegal drugs. This research utilizes machine 

learning methods, specifically Artificial Neural Network (ANN), Decision Tree (DT), K-Nearest Neighbor (KNN), Support 

Vector Machine (SVM), and Random Forest (RF), in addition to evaluation methods such as Confusion Matrix and Area Under 

Curve (AUC). The results showed that RF outperformed the other methods, with accuracy, precision, and recall of 93%, and 

an f1-score of 89%, while the AUC value was still suboptimal at 0.66. DT had the worst results, with 82% accuracy, 87% 

precision, 82% recall, 84% f1-score, and an AUC value of 0.56. With these results, this research can be continued into an 

application that can classify drug users and non-users. 
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1. Introduction  

Drugs are natural, synthetic, or semi-synthetic 

substances that can cause changes in consciousness, 

hallucinations, and stimulation. Drug addiction is 

generally classified into four stages, namely occasional 

use, recreational use, regular use, and addiction, and can 

be greatly affected by emotions, consciousness, and 

cognition [1]. In 2017, the Centers for Disease Control 

and Prevention (CDC) reported 70,237 drug overdose 

deaths and attributed the increase in drug cases to 

increased accessibility and promotion through social 

media. Currently, several online platforms offer drugs 

at discounted prices [2]. Drugs are chemical compounds 

capable of affecting biological functions, with 

psychoactive drugs specifically impacting a person's 

mental state, often producing pleasurable effects, and 

reducing the user's pain or discomfort. Many factors 

that make teenagers often fall into the world of drugs 

include family economic problems, lack of love from 

the family, and wrong associations [3]. 

Drug abuse is prevalent worldwide, with excessive use 

often leading to addiction and even fatal overdose 

incidents. To avoid fatal cases, it is crucial to classify 

individuals as drug users and non-users. This 

classification can provide doctors and therapists with an 

important tool to educate the general public about the 

dangers of drug consumption. Failure to address abuse 

will result in more users, and consequently overdose 

deaths. Various machine learning methods, namely 

Artificial Neural Network (ANN), Decision Tree (DT), 

K-Nearest Neighbor (KNN), Support Vector Machine 

(SVM), and Random Forest (RF) can be used to handle 

classification tasks. Several previous studies have 

successfully used these methods in classifying drug 

administration routes, with [4] achieving a 97% 

accuracy rate via Random Forest using drug compound 

data retrieved from ChEMBL. Similarly, [5] classified 

drugs that cause QT syndrome by investigating ECG 

reports using SVM and KNN, resulting in 89% 

accuracy using ECG data from Physionet. [6] 

categorized cancer drugs using Logistic Regression, 

DT, ANN, RF, and Multi-Layer Perceptron, which 

specifically showed higher accuracy results. In 

addition, [7] found that K-NN outperformed Naive 

Bayes when comparing the two methods for drug 

molecule classification using biochemical data taken 

from PubChem. Based on the problems described, this 
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research aims to classify drug users and non-users using 

various machine-learning methods. This research also 

aims to improve and compare the accuracy results of the 

algorithms used in previous research using different 

data. 

2. Research Methods 

2.1 Dataset 

The dataset used in this study was sourced from the UCI 

Irvine Machine Learning Repository 

https://archive.ics.uci.edu/dataset/373/drug+consumpti

on+quantified, comprising 1885 rows with 32 attributes 

and 2 distinct classes. The 32 attributes consisted of id, 

age, gender, education, country, Ethnicity, Nscore 

(NEO-FFI-R Neuroticism), Escore (NEO-FFI-R 

Extraversion), Oscore (NEO-FFI-R Openness to 

experience), Ascore (NEO-FFI-R Agreeableness), 

Cscore (NEO-FFI-R Conscientiousness), Impulsivity 

(impulsivity as measured by BIS-11), SS (sensation of 

seeing as measured by ImpSS), Alcohol, Amphet 

(amphetamine), Amyl (amyl nitrite), Benzos 

(benzodiazepine), Caff (caffeine), Cannabis (cannabis), 

Choc (chocolate), Cocaine, Crack, Ecstasy, Heroin, 

Ketamine, Legalh (illicit drug), LSD (alcohol), Meth 

(methadone), Mushroom (Magic mushroom), Nicotine, 

Semer (Semeron fictitious drug), and VSA (volatile 

substance abuse) consumption classes. The dataset 

further categorized individuals into users and non-users. 

This study used 5 machine learning methods namely, 

ANN, DT, KNN, SVM, and RF. Figure 1 presents the 

various stages. 

Start Dataset
EDA & 

Processing

Algoritma ANN, DT, 

KNN, SVM, RF

Evaluation using 

Confusion Matrix & 

AUC

End

 

Figure 1. Study Stages 

2.2 Exploratory Data Analysis (EDA) 

EDA is a process of conducting preliminary 

investigations on data to identify patterns, and 

anomalies, test hypotheses, and verify assumptions 

using summary statistics [8]. It primarily aims to 

discern patterns within large datasets by reducing their 

dimensions and utilizing visualization techniques [9]. 

EDA can be grouped into graphical and non-graphical, 

as well as univariate and multivariate. Univariate 

focuses on a single variable, while multivariate includes 

several variables [10]. The following are various steps 

of EDA: observing the dataset, searching for missing 

values in the data, categorizing data into numerical and 

categorical variables, identifying relationships between 

variables, and detecting outliers and anomalies in data. 

2.3. Artificial Neural Network (ANN) 

ANN is an artificial intelligence computational 

network, whose design methods draw inspiration from 

the biological structure of the human brain [11]. It 

typically consists of the input, hidden, and outer layers, 

which are respectively interconnected with i-th, j-th, 

and k-th nodes [12]. 

2.4 Decision Tree (DT) 

DT is used for deciding or analyzing relevant attribute 

information and corresponding classification results in 

a dataset [13]. It is comprised of decision nodes, which 

are responsible for making decisions with multiple 

branches, and leaf nodes in the form of output stemming 

from decision nodes, lacking branches. The initial node 

in DT, which subsequently branches out, is referred to 

as the root node can be seen in Formula 1 [14]. 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) = ∑ − 𝑝𝑖 . 𝑙𝑜𝑔2 𝑝𝑖𝑛
𝑖=1              (1) 

S represents the set of cases, n denotes the number of 

partitions of S, and pi signifies the proportion of Si to S. 

Formula 2 is used for calculating the gain: 

𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) − ∑
|𝑆𝑖|

|𝑆|
∗  𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆𝑖)𝑛

𝑖=1    (2) 

S stands for the set of cases, A denotes the features, n 

represents the number of partitions of attribute A, |Si| 

signifies the proportion of Si to S, and |S| indicates the 

number of cases in S. ID3, CART, and C4.5 algorithms 

can be used to build decision trees [15]. 

2.5 K-Nearest Neighbor 

KNN, a method for classification tasks, operates by 

determining unknown values based on their proximity 

to neighboring data points, with the Euclidean distance 

being a prevalent choice. It is known for ease of 

implementation and effectiveness, even with a 

relatively large dataset. Also, it is used for calculating 

the k value, which can either be a specified constant or 

a randomized variable [16] and exhibits tolerance for 

noise. Each neighbor is assigned a weight using the 

similarity equation and d0 as shown in Formula 3. 

𝑆𝑐𝑜𝑟𝑒(𝑑0, 𝐶𝑖) =  ∑ 𝑆𝑖𝑚(𝑑0, 𝑑𝑗)𝛿(𝑑𝑗, 𝐶𝑖)𝑑𝑗∈𝐾𝑁𝑁(𝑑0)      (3)  

https://archive.ics.uci.edu/dataset/373/drug+consumption+quantified
https://archive.ics.uci.edu/dataset/373/drug+consumption+quantified
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KNN(d) is the closest K-neighbor set from document 

d0, 𝛿(dj,Ci) denotes the classification for dj documents 

related to class Ci can be seen in Formula 4. 

δ(𝑑𝑗, 𝐶𝑖)=  {1
0

𝑑𝑗
𝑑𝑗

𝜖
𝜖

𝐶𝑖
𝐶𝑖

                                  (4) 

Formula 5 is used to make the final decision with KNN: 

𝐶 =  𝑎𝑟𝑔 𝑚𝑎𝑥
𝑐𝑖

 𝑎𝑟𝑔 𝑚𝑎𝑥                      (5) 

2.6 Support Vector Machine (SVM) 

SVM is used for solving classification and regression 

tasks, primarily mapping data samples into a feature 

space through a kernel function and subsequently 

classifying them using hyperplane [17]. It is divided 

into kernel and simple SVM, which is commonly used 

for solving classification problems can be seen in 

Formula 6. 

𝐿𝑎𝑟𝑔𝑒 𝑓(𝑥) = 𝑠𝑖𝑔𝑛(𝑠𝑢𝑚 𝑛
𝑖

= 1𝑦𝑖 𝑎𝑙𝑝ℎ𝑎𝑖𝐾(𝑥𝑖 , 𝑥)  +  𝑏) (6) 

Where f(x) stands for the prediction function, x is the 

input feature vector, y denotes the class label (+1 or -1), 

α represents the weight vector, K(xi,x) is the kernel 

function for calculating the distance between two 

vectors, and b is the bias. 

2.7 Random Forest (RF) 

RF is an ensemble tree-based method that uses DT and 

bagging as base learning. This method is primarily used 

for classification tasks and operates by randomly 

selecting N samples from the training data [18]. The 

decision tree Formula 7 is formulated before RF: 

𝑑𝑝𝑖 150 𝑙𝑎𝑟𝑔𝑒(𝑥) = 𝑠𝑢𝑚 𝑚
𝑖

= 1𝑤𝑖ℎ𝑖(𝑥)            (7) 

f(x) represents the output of DT, m signifies the number 

of nodes, wi corresponds to the weights of each node, 

and hi(x) is the function yielding a value of 0 or 1. RF 

is formulated as Formula 8. 

𝑑𝑝𝑖 150 𝑙𝑎𝑟𝑔𝑒 𝐹(𝑥) = 𝑓𝑟𝑎𝑐1𝑀𝑠𝑢𝑚 𝑀
𝑖

= 1 𝑓𝑖(𝑥)    (8) 

f(x) is the output of RF, M denotes the number of DT, 

and fi(x) represents the output of the i-th DT. 

2.8 Confusion Matrix 

ConfA confusionrix is used for evaluating the 

performance of a classification method and comprises 

four terms, namely True Positive (TP), True Negative 

(TN), False Positive (FP), and False Negative (FN), as 

a representation of the classification results. TN denotes 

correctly identified negative values, while FP signifies 

negative values incorrectly identified as positive [19]. 

This model is used for calculating accuracy, precision, 

recall, and F1-score values. Precision reflects the 

comparison between the correctly predicted positives 

and sethe of positive values, while accuracy measures 

the model performance [20]. The confusion matrix 

Formula 9 - 12 (9), (10), (11),  are presented as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
                          (9) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                       (10) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                     (11) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙 𝑥 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 𝑥 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
                        (12) 

2.9 Area Under Curve (AUC) 

AUC is an evaluation metric used in classification tasks, 

particularly at various threshold settings. It measures 

the degree of separation and evaluates the accuracy of 

the model in distinguishing between classes. To obtain 

the AUC value by summing the area under the ROC 

curve, if the lthe are the more accurate the classification 

result [21]. Higher AUC values indicate higher 

performance in correctly predicting 0 as 0 and 1 as 1 

[22]. Meanwhile, a value close to 0 indicates a 

suboptimal model, an and a value  close to 1 indicates a 

well-performing model [23]. AUC is used to calculate 

the difference in algorithm performance [24].  

3.  Results and Discussions 

3.1 Results 

EDA was conducted to identify potential missing values 

and duplicates. Visualization was subsequently carried 

out to draw valuable insights before proceeding with 

further data processing. Attributes, such as Choc, 

Semer, and Caff, which did not contribute to accurate 

answers were discarded. The visualization data 

presented in Figure 2 indicated 200 illegal, over 1600 

depressant, 1000 stimulant, and 200 psychotropic drug 

users.   

 

Figure 2. Number of People Using and Not Using Drugs 
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The subsequent process included label encoding of 

converting categorical data into a numerical format for 

enhanced comprehension and ease of processing. The 

data were subsequently classified into training and 

testing, while the experiment was repeated three times 

with varying data split ratios of 70 to 30, 80 to 20, and 

90 to 10. The method was also evaluated using a 

confusion matrix and AUC. Tables 1, 2, and 3 present 

the comparison of accuracy, precision, recall, and f1-

score results across three trials, using split data of 90 to 

10, 80 to 20, and 70 to 30, respectively. Figure 3 shows 

a bar chart comparing the results obtained from ANN, 

DT, KNN, SVM, and RF. Based on this figure, it can be 

concluded that the RF and SVM algorithms as a whole 

have superior results compared to other algorithms.  

Table 1. Accuracy Results with 90 to 10 Data Ratio 

Methods Accuracy Precision Recall F1-Score 

ANN 84% 80% 84% 82% 

DT 83% 84% 83% 84% 
K-NN 87% 81% 87% 84% 

SVM 89% 81% 89% 85% 
RF 90% 81% 90% 85% 

Table 2. Accuracy Result with 80 to 20 Data Ratio 

Methods Accuracy Precision Recall F1-Score 

ANN 88% 85% 88% 87% 
DT 83% 85% 83% 84% 

K-NN 90% 86% 90% 87% 

SVM 91% 84% 91% 88% 
RF 92% 84% 92% 88% 

Table 3. Accuracy Result with 70 to 30 Data Ratio 

Methods Accuracy Precision Recall F1-Score 

ANN 85% 86% 85% 86% 
DT 82% 87% 82% 84% 

K-NN 89% 86% 89% 88% 

SVM 92% 86% 92% 89% 
RF 93% 93% 93% 89% 

Figure 4 shows that the ROC curve produces a large 

empty area above the curve away from the value of 1.0 

at the true positive rate. In addition, the AUC of the 

ANN model produced is 0.52, this result is close to 0.5. 

In AUC, if the result is close to 0.5, it is called random, 

which means that the model can not separate positive 

and negative. 

 

Figure 3. Comparison of Accuracy Results

 

Figure 4. AUC of ANN 

Figures 5, 6, 7, and 8 also show that the resulting AUC 

curve is close to 0.5. Figures 4, 5, 6, 7, and 8 present 

AUC results for five methods, using a data split of 70 to 

30. Moreover, a 0,52 AUC value was obtained for 

ANN, with 0,56 for DT, 0,50 for KNN, 0,57 for SVM, 

and 0,66 for RF. These values all fell within the weak 

category as they ranged from >0,50 to 0,60. Although 

Tables 1, 2, and 3 indicated satisfactory accuracy 

results, Figures 4, 5, 6, 7, and 8 showed that AUC 

results for the models used were less favorable.  

 

Figure 5. AUC of DT 

 

Figure 6. AUC of KNN 
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Figure 7. AUC of SVM 

 

Figure 8. AUC of RF 

3.2 Discussions 

The performance of neural network and decision tree 

algorithms seems to be less suitable for handling 

classification cases when compared to statistical 

algorithms that show better accuracy results. For the 

decision tree algorithm, RF has superior results 

compared to DT. This makes statistical methods more 

suitable for handling categorical and numerical data 

classification tasks. The results showed that KNN had 

an accuracy of 89%, SVM reached 92%, and RF 93%. 

Precision, recall, and f1-score outperformed ANN, 

which only had 85% accuracy, and DT, with 82%. This 

research obtained better results than previous research 

because this research can improve the accuracy results 

of the SVM and KNN algorithms.  This research also 

added another evaluation model besides the confusion 

matrix, namely the AUC Curve. However, the author 

has not been able to find previous research using drug 

consumption data, so this research cannot be compared 

using the same data. 

4.  Conclusion 

In conclusion, it turns out that the classification using 

drug consumption data carried out by the author has 

good results, it can improve the accuracy results of 

previous studies and can add other evaluation models. 

Evaluation of various machine learning methods 

showed significant differences between accuracy and 

AUC values. While the accuracy metric looks 

promising, the AUC results show room for 

improvement. RF in particular emerged as the most 

successful, with impressive accuracy, precision and 

recall of 93% and f1-score of 89%. In addition, RF also 

had the greatest AUC value at 66%. DT had the worst 

results, with an accuracy of 82%, precision of 87%, 

recall of 82%, and f1-score of 84%. However, SVM has 

the smallest AUC value of 50%. With the superior 

results of RF, in the future, this research can be 

continued by implementing the RF algorithm into an 

application that can classify drug users and non-users. 

Future research is also recommended to explore  

alternative evaluation methods to achieve more 

accurate and reliable results, as well as better data 

processing methods.  
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