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Abstract  

Even though Artificial Intelligence is advancing, artificial intelligence can still find it difficult to solve problems that are easy 

for humans to do but difficult for computers to describe, such as facial recognition. There are problems related to the existing 

facial recognition model, namely the facial recognition model. The model is still unable to recognize facial shapes that are not 

in a perfect state due to several factors. Among several factors, the most influencing factor is the position of the face. Therefore, 

in this study, Deep Convolutional Generative Adversarial Networks (DCGAN) will be applied to generate fake image data with 

varying face positions. This research will be carried out starting from collecting data, processing data, designing, and training 

models, hyperparameter tuning, and lastly analyzing test results. Based on the results of hyperparameter tuning that carried 

out sequentially, the best hyperparameter combination produced is 200 epoch, 0.002 Generator learning rate, 0.5 Generator 

momentum/beta1, Adam as Generator optimizer, 0.0002 Discriminator learning rate, 0.5 Discriminator momentum/beta1, and 

Adam as Discriminator optimizer. The hyperparameter combination gives a result with FID score of 74.05. Based on testing 

with human observer, generated fake images has relatively good results, but there are still few bad fake image results. 

Keywords: face recognition; pose invariant; generative adversarial networks; deep convolutional generative adversarial 

networks; hyperparameter tuning

1. Introduction  

Nowadays, the field of technology is growing rapidly. 

One of the results of developments in the field of 

technology is artificial intelligence which has a level of 

intelligence that almost resembles human intelligence. 

One area of artificial intelligence is computer vision. 

Computer vision is a field of artificial intelligence that 

develops techniques to help computers see and 

understand content from digital images such as photos 

and videos [1]. Problems that exist in the field of 

computer vision easy for humans to recognize or to 

detect because indirectly these problems have been 

resolved by humans. However, this problem is still 

difficult to overcome in the field of computer vision 

because of the limited perception of vision and 

recognition on computers.  

Face recognition is an important research topic in the 

field of computer vision. With the advancement of a 

carefully designed Convolutional Neural Network 

(CNN), the performance of facial recognition models 

has improved significantly. The performance of a 

Convolutional Neural Network (CNN) based facial 

recognition model is highly dependent on the amount of 

data and the variety of data used for training. However, 

collecting data to conduct large and varied amounts of 

training is costly. A face recognition model can fail to 

recognize a face if the test data contains a face that is 

not present in the training data [2]. The problem that is 

also experienced in the field of facial recognition is 

regarding the facial pose that will be recognized by the 

model. Some models unable to recognize facial shapes 

that are not in a perfect state due to several factors that 

cause faces to be unrecognizable. This condition 

includes face position, lighting, expression, and 

obstacles covering the face. Among several factors 

mentioned, the position of the face is the most 

influencing factor in the facial recognition model [3].  

Various efforts and research have been carried out to 

solve the problem of the amount and variety of data 

needed to train facial recognition models. One of the 

ways is to generate fake face image data based on a 

dataset using Generative Adversarial Networks (GAN) 

method [4]. There has been research conducted to 

generate fake face images with Generative Adversarial 

Networks (GAN), some examples are research 

conducted using Distangled Representation Learning 

Generative Adversarial Networks (DR-GAN) method 
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[5] with Generators that receive input in the form of 

images, not in the form of random noise and this 

research succeeded in increasing the accuracy of the 

model by up to 20%, then the research was continued 

that proposed the CR-GAN method [6] which is a 

development of the DR-GAN method by using the self-

supervised learning method to produce several poses 

from -90° to 90° and produce better identity similarity 

than the DR-GAN method, then there was research 

conducted using the PosIX Generative Adversarial 

Networks (PosIX-GAN) method [7] using the Head 

Pose Image Database (HPID) [8] and Multi-PIE 

datasets [9] and resulting in a drastic increase in 

accuracy of up to 16% for face recognition with a side 

view of several degrees. 

Based on previous studies regarding fake image data 

generation, there are still deficiencies in research that 

has been done in this field. There are two main 

drawbacks in previous study. First, the deficiencies in 

previous studies were the lack of hyperparameter 

information on the model training that was carried out. 

Second, lack of results of the tests carried out. The lack 

or results is because these studies only displayed 

performance improvements from fake data that were 

created to be used for training. In addition, there were 

no scores or parameters to measure the results of the 

fake data produced by research that has been done. 

In this study, data creation of fake face images was 

carried out with various poses. The creation of the fake 

image data is done by the DCGAN method [10]. This 

study uses the DCGAN method because in the research 

that was conducted [11], [12] have proven that DCGAN 

can create augmented data that can help a classification 

model to better recognize data. Based on [13], the image 

results created by the DCGAN method outperform 

several other methods such as Variational Auto-

Encoder (VAE) [14]. Due to the lack of information on 

the hyperparameters used in model training and scores 

to measure fake image results, a search for the best 

hyperparameter combination and measurement of the 

Frechet Inception Distance (FID) score [15] on fake 

face images will be carried out to measure image quality 

generated by the DCGAN model in this research. In this 

study, testing was also carried out with the help of 

human observers to assess generated fake face image 

data and to compare the results of the assessment with 

the FID score result. 

2. Research Methods 

This research was conducted in several steps as can be 

seen in Figure 1. 

 

Figure 1. Research Steps 

2.1. Dataset 

This study uses Queen Mary University of London 

Multiview Face (QMUL Multiview) Dataset 

[16]obtained from Queen Mary University of London 

website. This dataset consists of facial images from 48 

respondents, where one respondent has 133 facial 

images with different poses ranging from facing 

forward to facing up or down a few degrees. After 

preprocessing, there is only 4565 total images that are 

ready to be used as training data from this dataset.  

2.2. Data Preprocessing 

The dataset that has been collected will be 

preprocessed. The first step of the preprocessing is to 

convert the image data to RGB format. Next, the image 

will be converted to *.jpg format to make sure the 

torchvision library can process the image. After that, the 

image will be resized to 64×64 because it will be 

processed by DCGAN. Lastly, the image will be 

standardized to a range of -1 to 1. 

2.3. Model Architecture 

This study uses DCGAN, which consists of Generator 

and Discriminator model. Architecture of Generator 

model that used in this study can be seen in Figure 2, 

and architecture of Discriminator model that used in this 

study can be seen in Figure 3. 
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Figure 2. Generator Model Architecture 

 

Figure 3. Discriminator Model Architecture 

Generator model accepts random noise as input. The 

random noise is then entered into the fully connected 

layer and get reshaped so that is has a size of 512×4×4. 

After reshaped, it will be entered into the Generator 

Block three times. Generator block consists of 

transposed convolution layer, batch normalization 

layer, and ReLU activation function [17]. After that, it 

will be closed by Tanh activation function [18]. The 

output of Generator model is 64×3×3 matrix which 

represents an image with RGB color. 

Discriminator model accepts an image with 64×64×3 

size as input. The image is then inserted into the 

convolution layer with ReLU activation function, and 

then entered to the Discriminator Block three times. 

Discriminator block consists of convolution layer, batch 

normalization layer, and LeakyReLU activation 

function [19]. Then, the vector re-entered into the 

convolution layer, and it will end in the Sigmoid 

activation function [20]. The output of Discriminator 

model is binary prediction that predicts if the input 

image is fake or real. 

2.4 Testing Scenario 

In this study, testing will be carried out by 

hyperparameter tuning to find the best hyperparameter 

combination. The hyperparameter that will be tested are 

number of epochs, Generator learning rate, Generator 

momentum, Generator optimizer, Discriminator 

learning rate, Discriminator momentum, and 

Discriminator optimizer. The process of 

hyperparameter tuning will be carried out sequentially 

because of the limitation of time and computing power. 

The testing is also carried out by human observers to 

assess generated fake image. 

2.5 Evaluation Method 

In this study, FID score is used to determine best 

hyperparameter value during hyperparameter tuning. If 

the FID score is smaller, then the result is better than 

higher FID score. Besides FID score, human observer 

is also used to give scores to generated fake images. The 

score that given to the generated fake image can be 

good, bad, or neutral. 

3.  Results and Discussions 

3.1 Results of Test on Number of Epochs 

Hyperparameter tuning on number of epochs is carried 

out using six values, which are 25, 50, 100, 200, 400, 

and 700. Other hyperparameter values are fixed. The 

results of hyperparameter tuning on number of epochs 

can be seen in Table 1 and Figure 4. 

Table 1. Results of Test on Number of Epochs 

Number of Epochs FID Score 

25 261.66 
50 190.31 

100 150.61 

200 119.00 
400 149.48 

700 205.12 

 

 

Figure 4. Graph of Number of Epochs Test Result  

Based on the results of the test, the best number of 

epochs obtained was 200 with an FID score of 119.00. 

The data can be seen in Table 1. 

Number of epochs affects fake images produced by the 

model. The number of epochs cannot be too small 

because it will produce fake images that have mosaic 

shape, and the number of epochs cannot be too large 

because the model will be overfit and produces fake 

images that have mosaic shape and that image do not 

form face images. 

3.2. Results of Test on Generator Learning Rate 

Hyperparameter tuning on Generator learning rate is 

carried out using three values, which are 0.00002, 

0.0002, and 0.002. Other hyperparameter values are 

fixed, while for number of epochs will have a value of 

200 which is the best result from the previous test. The 

results of hyperparameter tuning on Generator learning 

rate can be seen in Table 2 and Figure 5.  

Based on the results of the test, the best Generator 

learning rate obtained was 0.002 with FID score of 

74.05. The data can be seen in Table 2. 
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Table 2. Results of Test on Generator Learning Rate 

Generator Learning 

Rate 

FID Score 

0.00002 221.07 

0.0002 119.00 

0.002 74.05 

 
Figure 5. Graph of Generator Learning Rate Test Result 

Generator learning rate also affects fake images 

produced by the model. Generator learning rate can’t be 

too small, because the smaller Generator learning rate, 

the changes of the weight will progress slowly, and 

otherwise. Fake images that are generated while the 

learning rate is 0.00002 and 0.0002 still have many 

mosaic shapes. 

3.3 Results of Test on Generator Momentum 

Hyperparameter tuning on Generator momentum is 

carried out using three values, which are 0.1, 0.5, and 

0.9. Other hyperparameter values are fixed, while for 

number of epochs and Generator learning rate will have 

a value of 200 and 0.002 which is the best result from 

the previous test. The results of hyperparameter tuning 

on Generator momentum can be seen in Table 3 and 

Figure 6. 

Table 3. Results of Test on Generator Momentum 

Generator Momentum FID Score 

0.1 122.96 

0.5 74.05 

0.9 166.05 

Based on the results of the test, the best Generator 

momentum obtained was 0.5 with FID score of 74.05. 

The data can be seen in Table 3. 

 

Figure 6. Graph of Generator Momentum Test Result  

Generator momentum also affects fake images 

produced by the model. Small Generator momentum 

tends to produce bad fake images that have mosaic 

shape because the model training is slower. Meanwhile, 

high Generator momentum also tends to produce better 

fake images, but not as good as 0.5 Generator 

momentum, because the higher the Generator 

momentum, the model training will be overfit. 

3.4 Results of Test on Generator Optimizer 

Hyperparameter tuning on Generator optimizer is 

carried out using three optimizers, which are SGD, 

Adam, and RMSProp. Other hyperparameter values are 

fixed, while for number of epochs, Generator learning 

rate, and Generator momentum will have a value of 200, 

0.002, and 0.5 which is the best result from the previous 

test. The results of hyperparameter tuning on Generator 

optimizer can be seen in Table 4 and Figure 7. 

Table 4. Results of Test on Generator Optimizer 

Generator Optimizer FID Score 

SGD 173.17 

Adam 74.05 

RMSProp 161.54 

 

 

Figure 7. Graph of Generator Optimizer Test Result  

Based on the results of the test, the best Generator 

optimizer was Adam with FID score of 74.05. The data 

can be seen in Table 4. 

When using SGD as Generator optimizer, the model 

produces fake images that did not form faces at all and 

have many mosaic shapes on the image. When using 

RMSProp as Generator optimizer, the model produces 

fake images that formed face image but there’s still 

many mosaic shapes on the image. 

3.5 Results of Test on Discriminator Learning Rate 

Hyperparameter tuning on Discriminator learning rate 

is carried out using three values, which are 0.00002, 

0.0002, and 0.002. Other hyperparameter values are 

fixed, while for number of epochs, Generator learning 

rate, Generator momentum, and Generator optimizer 

will have a value of 200, 0.002, 0.5, and Adam which is 

the best result from the previous test. The results of 

hyperparameter tuning on Discriminator learning rate 

can be seen in Table 5 and Figure 8. 

Table 5. Results of Test on Discriminator Learning Rate 

Discriminator Learning Rate FID Score 

0.00002 256.76 

0.0002 74.05 

0.002 177.36 
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Figure 8. Graph of Discriminator Learning Rate Test Result  

Based on the results of the test, the best Discriminator 

learning rate obtained was 0.0002 with FID score of 

74.05. The data can be seen in Table 5. 

Discriminator learning rate also affects the image 

produced by the model. The lower the Discriminator 

learning rate, the weight will be not changed rapidly 

hence the produced fake images did not form face 

image yet. The higher the Discriminator learning rate, 

the weight changed rapidly hence the produced fake 

images forms face image but there is a lot of blur 

mosaics. 

3.6. Results of Test on Discriminator Momentum 

Hyperparameter tuning on Discriminator momentum is 

carried out using three values, which are 0.1, 0.5, and 

0.9. Other hyperparameter values are fixed, while for 

number of epochs, Generator learning rate, Generator 

momentum, Generator optimizer, and Discriminator 

learning rate will have a value of 200, 0.002, 0.5, Adam, 

and 0.0002 which is the best result from the previous 

test. The results of hyperparameter tuning on 

Discriminator momentum can be seen in Table 6 and 

Figure 9. 

Table 6. Results of Test on Discriminator Learning Rate 

Discriminator Momentum FID Score 

0.1 138.11 

0.5 74.05 

0.9 261.83 

 

Figure 9. Graph of Discriminator Momentum Test Result  

Based on the results of the test, the best Discriminator 

momentum obtained was 0.5 with FID score of 74.05. 

The data can be seen in Table 6. 

Discriminator momentum also affects fake images that 

is produced by the model. The lower the Discriminator 

momentum value, the weight updates on the model 

happened slowly hence the result of the image still have 

many mosaics. The higher the Discriminator 

momentum value, the weight updates happened quickly 

hence the result of the image did not look like face 

image because of the overfit. 

3.7 Results of Test on Discriminator Optimizer 

Hyperparameter tuning on Discriminator optimizer is 

carried out using three optimizers, which are SGD, 

Adam, and RMSProp. Other hyperparameter values 

such as number of epochs, Generator learning rate, 

Generator momentum, Generator optimizer, 

Discriminator learning rate, and Discriminator 

momentum will have a value of 200, 0.002, 0.5, Adam, 

0.0002, and 0.5 which is the best result from the 

previous test. The results of hyperparameter tuning on 

Discriminator optimizer can be seen in Table 7 and 

Figure 10. 

Table 7. Results of Test on Discriminator Optimizer 

Discriminator Optimizer FID Score 

SGD 518.87 

Adam 74.05 

RMSProp 125.60 

 
Figure 10. Graph of Discriminator Optimizer Test Result  

Based on the results of the test, the best Discriminator 

optimizer was Adam with an FID score of 74.05. The 

data can be seen in Table 7. 

Discriminator optimizer also affects fake images 

produced by the model. When using SGD as 

Discriminator optimizer, fake images that is produced 

by the model only contains mosaic blur. When using 

RMSProp as Discriminator optimizer, fake images that 

is produced by the model forms face image but it still 

has many mosaics.  

3.8 Results of Best Hyperparameter Combination 

After obtaining best hyperparameter value in previous 

tests, each hyperparameter value is then collected to 

obtain best hyperparameter combination. Based on the 

results, best hyperparameter combination consists of 

200 number of epochs, 0.002 Generator learning rate, 

0.5 Generator momentum, Adam Generator optimizer, 

0.0002 Discriminator learning rate, 0.5 Discriminator 

momentum, and Adam Discriminator optimizer. From 

these hyperparameter combination, the results of 

generated fake image produced 74.05 FID score, 6.2477 

Generator loss value, and 0.0089 Discriminator loss 
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value at 200th epoch. Graphs of Generator loss 

progression and Discriminator loss progression can be 

seen in Figure 10. 

 

 

Figure 10. Graph of Generator and Discriminator Loss Progression  

Based on Figure 10 that can be seen above, the 

Generator loss tend to be large during first epoch 

because the training process has just started so that the 

weights and noise are still initialized randomly and do 

not form a certain pattern. However, starting in the next 

epoch, the Generator loss value immediately decreased 

because the Generator model already recognized the 

pattern from training data. Furthermore, the progression 

of Generator loss will continuously be increasing, this 

is because the fake image generated by the Generator 

will get better.  

Based on Figure 10 that can be seen above, the 

Discriminator loss tend to be large during first epoch 

because the training process has just started so that the 

weights are still initialized randomly and do not form a 

certain pattern. Then the Discriminator loss decreased 

gradually upon the training process because the 

Discriminator will find it more difficult to distinguish 

between fake and original images. 

3.9 Results of Human Observer Test 

Human observer test is carried out by providing a form 

containing a sample of the fake image generated by 

DCGAN model with best hyperparameter combination. 

The human observer then gives a score between good, 

bad, or neutral in the form provided. Generated image 

that will be scored by human observer can be seen in 

Figure 11.  

 

Figure 11. Generated Images that used for testing 

The test with human observer was carried out with the 

help of 5 respondents, namely 5 students from the 

Faculty of Computer Science, Brawijaya University. 

The results of testing with human observers can be seen 

in Table 8. 

Table 8. Results of Human Observer Testing 

Evaluator 
Score Accumulation 

Good Bad Neutral 

1 4 2 1 

2 2 2 3 

3 1 2 4 

4 2 4 1 

5 6 0 1 

 

After testing has been done, there were 35 total results 

given by 5 human observers. The summary of the 

human evaluation composition are as follows: a total 

score of 15 with a good predicate, 10 scores with a bad 

predicate, and 10 scores with a neutral predicate. Based 

on the results, it can be concluded that the generated 

fake image has quite good results based on human 

observation. 

3.10 Generated Images 

There are some samples of Generated images that can 

be seen in Figure 12. Most of generated fake images are 

not very good because some of them still have not 

formed facial image. Moreover, there are many fake 

images that still have noises. 

 

Figure 12. Sample of Generated Images 
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4.  Conclusion 

Based on hyperparameter tuning testing that have been 

done, the best hyperparameter combination are 200 

number of epochs, 0.002 Generator learning rate, 0.5 

Generator momentum, Adam Generator optimizer, 

0.0002 Discriminator learning rate, 0.5 Discriminator 

momentum, and Adam Discriminator optimizer. With 

the best hyperparameter combination that has been 

obtained from test, the result of FID Score is 74.05.  

Based on test conducted with human observers, 

generated fake face image data gets relatively good 

results. However, there are generated fake image that 

have bad results because the image has not yet formed 

a face shape and there is still plenty of noises. As for the 

generated fake image that is considered good, it has 

formed face image perfectly but still has a little noise. 

This study is an early attempt in generating image using 

GAN. Further study may consider implementing the 

model to make the research result even better. Next 

study may analyze the model thoroughly, namely in the 

Discriminator model that tends to be stronger than 

Generator model so that the generated fake image is still 

not optimal. A dropout layer can be added to 

Discriminator model to avoid Discriminator getting 

stronger than Generator. Other direction may analyze 

the hyperparameter tuning. This study uses sequential 

method due to time and computing power limitations. It 

is hoped that in future research, other hyperparameter 

tuning methods such as Grid Search can be used to look 

for even better hyperparameter combinations. 
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