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Abstract  

Unsatisfactory public services encourage the public to submit complaints/ reports to public service providers to improve their 
services. However, each complaint/ report submitted varies. Therefore, the first step of the community complaint resolution 
process is to classify every incoming community complaint. The Ombudsman of The Republic of Indonesia annually receives a 
minimum of 10,000 complaints with an average of 300-500 reports per province per year, classifies complaints/ community 
reports to divide them into three classes, namely simple reports, medium reports, and heavy reports. The classification process 

is carried out using a weight assessment of each complaint/ report using 5 (five) attributes. It becomes a big job if done manually. 
This impacts the inefficiency of the performance time of complaint management officers. As an alternative solution, in this study, 
a machine learning method with the Naïve Bayes Classifier algorithm was applied to facilitate the process of automatically 
classifying complaints/ community reports to be more effective and efficient. The results showed that the classification of 
complaints/ community reports by applying the Naïve Bayes Classifier algorithm gives a high accuracy value of 92%. In addition, 
the average precision, recall, and f1-score values, respectively, are 91%, 93%, and 92%. 

Keywords: classification, complaints/ community reports, Naïve Bayes Classifier

1. Introduction  

One of the essential things in the implementation of the 

state is the existence of public services to meet the needs 

of every community for goods, services, and 

administrative services organized by public service 

providers [1]. However, the organizers are not always 

optimal in carrying out public services. They can make 

mistakes that result in dissatisfaction and harm the 

community materially and immaterially [2]. This 

encourages the public to provide complaints or 
complaints so that the organizers improve their services 

[3]. In general, public service providers usually provide 

a forum for the public to submit their complaints 

directly by visiting the complaint service counter or 

indirectly through the contact number of the complaint 

officer [4][5]. 

The public service problems experienced by each 

community are different, so each complaint/report 

submitted varies. Therefore, the first step of the 

community complaint resolution process is classifying 

every community complaint. This is intended to make 

complaint handling more effective and efficient [6]. 
The classification of complaints is carried out by several 

government agencies when receiving complaints/ 

community reports. One of which is the Ombudsman of 

the Republic of Indonesia as a State Institution for 

Public Service Supervisors in Indonesia, which 

annually receives a minimum of 10,000 complaints 

with an average of 300-500 reports per province per 

year. The Indonesian Ombudsman classifies 

complaints/community reports into three classes: 

simple reports, medium reports, and heavy reports. The 

classification process uses a manual weight assessment 

of each complaint/report using 5 (five) attributes. 

Classifying each complaint/report that comes in is 

undoubtedly a big job, especially if, at one time, the 

number of complaints that come in is vast. 

Unfortunately, this can result in less efficient 

performance for complaint management officers [7]. 

Therefore, it is necessary to automatically classify 

complaints/community reports so that the process 

becomes more accessible, faster, and more precise, 

making complaint management officers' performance 

time more efficient. This can be done by applying 

machine learning methods using specific algorithms 

[8][9]. 

In machine learning, classification identifies a database 

and then organizes and collects it into one of the 
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predetermined classes. In classification, the classifier 

algorithm trains a data set with predefined classes to 

form a classification pattern that will be applied to new 

data as inputs. This is also called supervised learning. 

Classification is applied by involving attributes as 

parameters or criteria to define data classes. This 

process is carried out systematically to find information 

based on the data records obtained [10]. 

Several previous studies have classified complaints but 

carried out a sentiment analysis on complaints' text 
using a semi-supervised min cuts algorithm. It classifies 

the text of complaints/community reports into two 

classes, namely reports and non-reports, with an 

accuracy of 83.8% [11]. Meanwhile, in this study, the 

Naïve Bayes Classifier algorithm will be applied to 

classify complaints/reports into three classes: simple 

reports, medium reports, and heavy reports involving 5 

(five) attributes. Naïve Bayes Classifier is a simple 

algorithm but can classify with high accuracy [12]. 

Moreover, Naïve Bayes Classifier is known to have a 

degree of accuracy and works better than other classifier 

algorithms [13]. 

2. Research Methods 

In this study, the method used was machine learning 

with the Naïve Bayes Classifier algorithm. The research 

flow is presented in figure 1. 

 

Figure 1. Research Flow 

2.1 Data 

The data for this study was obtained from the the 

Ombudsman of the Republic of Indonesia, which was 

limited to data on community complaints/reports in East 

Nusa Tenggara Province (NTT). The data was 453 

records from January 1, 2019, to December 31, 2020. 

The complaint data/report consists of the Reporter's 

identity and the report data. 

2.2 Selection Data 

The data obtained is then processed using the Python 
programming language version 3.10.0. The data that is 

further processed is only part of the report data. The 

Reporter's identity containing the name, NIK, gender, 

occupation, and the mobile number does not need to be 

processed. The data in this study includes 5 (five) 

attributes as free variables (x) consisting of the number 

of problems, the number of reported agencies, the 

location of the reported, the beneficiaries, and public 

issues/attention. The label/class used is the report's 

classification as a bound variable (y). A snippet of the 

data to be further processed is shown in the following 

figure 2. 

 

Figure 2. Data Snapshot after Data Selection on Jupyter Notebook 

2.3 Data Pre-processing 

Data pre-processing is carried out to ensure that the data 

to be processed further is quality data. This is because 

quality data will produce a learning process (training), 

classification, information, and quality decisions [14]. 

In this study, the data pre-processing consisted of 

checking the missing data (missing value) and 
transforming the data, as shown in figure 3. The results 

of checking the missing data (missing value) are shown 

in figure 4. 

Based on figure 4 above, it is known that no value is 

missing or all data records have been filled, so there is 

no need to impute values on existing data. 
 

Furthermore, based on figure 4, it is also known that 

each attribute and label/class has an object or 

categorical data type. However, in the application of 

machine learning, computers cannot process categorical 

type data, so existing data needs to be converted into 

numerical data. This is also called changing the shape 

of the data or transforming the data [15]. The results of 

the data transformation are shown in the following 

figures 5 and 6. 
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Figure 3. Data Pre-processing Flow 

 

 
 

Figure 4. Missing Value Checking Results 

 

 
Figure 5. Data Transformation Results on 5 (five) Attributes 

 

 
Figure 6. Data Transformation Results on Labels/Classes 

 

After the data is successfully transformed into 

numerical data, it can be seen that the existing data do 
not have a long distance of values between one data and 

another, so there is no need for a scaling process. 

Therefore, existing data can be processed at the next 

stage, namely, conducting data training. 

 
 

2.4 Splitting Data and Training Data 

Before conducting data training, it is necessary to share 

data trains and test data with a ratio of 80% of train data, 

namely 362 records and 20% of test data, which is 91 

records. Furthermore, conduct a training process on the 

data train with the Naïve Bayes Classifier algorithm to 

obtain a classification pattern that will be applied to the 

test data. 

2.5 Naïve Bayes Classifier 

The Naïve Bayes Classifier is a statistical classification 
algorithm based on Bayes' theorem initiated by Thomas 

Bayes, a conformist English clergyman. He conducted 

early studies on probability and decision theory during 

the 18th century—Bayes' theorem formula as equation 

(1). 

𝑃(𝐻|𝑋) =
𝑃(𝑋|𝐻)𝑃(𝐻)

𝑃(𝑋)
                                              (1) 

P(H|X) is the posterior probability (posterior), or the 

final probability of the condition H on X. P(H) is also 

called the prior probability (prior) or the initial 

probability of H. Similarly, P(X|H) is the posterior 

probability (posterior), or the final probability of the 

condition X on H. Whereas P(X) is the prior probability 

(prior), or the initial probability of X. Bayes' theorem is 

beneficial because it provides a calculation of the final 
probability of P(H|X) of P(H), P(X|H), and P(X) [16]. 

Furthermore, studies comparing classification 

algorithms have obtained findings, namely a simple 

Bayesian classification of Bayesian theorem known as 

the Naïve Bayes Classifier that provides high accuracy 

and performance for its application to large databases. 

Naïve Bayes Classifier is one of the supervised learning 

algorithms to perform classification with a probability 

approach that calculates the likelihood of each attribute 

so that effective results can be obtained in a short 

(efficient) way [17]. Naïve Bayes Classifier assumes 
that an attribute's value in a class does not depend on 

the value of another attribute. This assumption is called 

conditional class independence. This is done to simplify 

complex calculations and is considered "naïve".  

In the Naïve Bayes Classifier, suppose there is an m 

class, 𝐶1, 𝐶2, … , 𝐶𝑚 . Given a tuple 𝑋, the classifier will 

predict that 𝑋 will belong to the class with the highest 

posterior probability value, conditioned on X. This 

means the Naïve Bayes Classifier predicts that tuple  X 

belongs to a class 𝐶𝑖 if and only if P(Ci |X) > P(Cj |X)  

for 1 ≤ j ≤ m, j ≠ i. Thus, P(Ci |X) maximized. Class 

Ci for  P(Ci |X) maximized the so-called maximum 

posterior hypothesis. Based on Bayes' theorem as 

equation (1), equation (2) is obtained. 
 

𝑃(𝐶𝑖|𝑋) =
𝑃(𝑋|𝐶𝑖)𝑃(𝐶𝑖)

𝑃(𝑋)
                                              (2) 
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If there is a set of data with many attributes, it also takes 

a lot of computation to calculate 𝑃(𝑋|𝐶𝑖). For the 

calculation to be reduced to evaluating 𝑃(𝑋|𝐶𝑖), the 

naïve assumption of "class independence - conditional" 

is carried out. It is created by assuming that the values 

of the attributes are conditionally mutually independent. 

Thus obtained, equation (3). 

𝑃(𝑋|𝐶𝑖) = ∏ 𝑃(𝑥𝑘|𝐶𝑖)

𝑛

𝑘=1

                                               (3) 

2.6 Classification 

After conducting data training with the Naïve Bayes 

Classifier algorithm and obtaining a classification 
model, the next stage is to classify the Naïve Bayes 

Classifier algorithm on the existing test data. 

2.7 Evaluation 

After the classification process is completed, the next 

stage is to evaluate the classification results. At this 

stage, accuracy, precision, recall, and f1-score values 

are calculated by utilizing the confusion matrix. The 

confusion matrix is a matrix that shows the results of 

actual classification and predictions with the size of 

LxL, where L is the number of labels/classification 

classes. In this study, the confusion matrix used was 3x3 
because it had 3 (three) labels/classes [18]. The terms of 

the 3x3 confusion matrix are shown by the following 

figure 7. 

 
Figure 7. Confusion Matrix 3x3 

The scores of accuracy, precision, recall, and f1-score 

can be calculated by the following equations (4) – (7). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
=

 𝑇𝑃 𝑇𝑜𝑡𝑎𝑙

𝐷𝑎𝑡𝑎𝑠𝑒𝑡 𝑇𝑜𝑡𝑎𝑙
                (4) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
=

 𝑇𝑃

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 𝑇𝑜𝑡𝑎𝑙
                        (5) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
=

 𝑇𝑃

𝐴𝑐𝑡𝑢𝑎𝑙 𝑇𝑜𝑡𝑎𝑙
                                   (6) 

 

𝑓1 − 𝑠𝑐𝑜𝑟𝑒 =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                                (7) 

3.  Results and Discussions 

The data training process carried out on the data train as 

many as 362 records using the Naïve Bayes Classifier 

algorithm, and the classification applied to the test data 

as many as 91 records produced accuracy as presented 

in figure 8 below. 

 

 

Figure 8. Training Data Accuracy and Classification Graph 

Figure 8 shows that the training data and classification 

of the test data with the Naïve Bayes Classifier algorithm 

both show good results by achieving an accuracy of 92% 

and are only slightly different. The following is shown 
the confusion matrix for evaluating classification results 

that have been carried out with the Naïve Bayes 

Classifier algorithm, as shown in figure 9. 

 
 

Figure 9. Confusion Matrix Classification Results with Naïve Bayes 

Classifier Algorithm 

Based on the 3x3 confusion matrix in figure 9, 

predictions to determine the classification of 

complaints/community reports were made on 91 

records. Prediction results for the classification of simple 

reports labeled 0 by 20, the classification of medium 

reports labeled by 1 by 24, and the classification of 

heavy reports labeled by 2 by 40. 
 

Furthermore, to determine the performance of the Naïve 

Bayes Classifier algorithm to classify complaints/ 

community reports, an evaluation is carried out by 

calculating accuracy, precision, recall, and f1-score 

scores. The results obtained are shown in the following 

figure 10. 
 

In figure 10, the resulting accuracy is 92%, with the 

average scores for precision, recall, and f1-scores, 

respectively, being 91%, 93%, and 92%. This result 
shows that the Naïve Bayes Classifier algorithm 
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performs well in classifying community 

complaints/reports based on the classification pattern of 

data. It has been obtained into the class of superficial, 

medium, and heavy reports involving 5 (five) attributes 

of provisions. 
 

 
 

Figure 10. Scores Accuracy, Precision, Recall, and f1-Score for Each 

Label/Class Predicted with The Naïve Bayes Classifier Algorithm 

4.  Conclusion 

Classification of complaints/community reports can be 

done with the Naïve Bayes Classifier algorithm. The 

Naïve Bayes Classifier algorithm has shown good 

performance by producing a high accuracy value of 
92%. In addition, the average scores of precision, recall, 

and f1-scores obtained are 91%, 93%, and 92%, 

respectively. 
 

This research can be developed by applying other 

classification algorithms to compare the best 

performance in classifying complaints/community 

reports. 
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