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Abstract  

Pneumonia is still a frequent cause of death in hundreds of thousands of children in most developing countries and generally 
detected clinically through chest radiographs. This method still difficult to detect the disease and requires a long time to 
produce a diagnosis. To simplify and shorten the detection process, we need a faster method and more precise in diagnosing 
pneumonia. This study aims to classify chest x-ray images using the CNN method to diagnose pneumonia. The proposed CNN 
model will be tested using max & average pooling. The proposed model is a development of the model in previous studies by 

adding batch normalization, dropout layer, and the number of epochs used. To maximize model performance, the dataset used 
will be optimized with oversampling & data augmentation techniques. The dataset used in this study is "Chest X-Ray Images 
(Pneumonia)" with a total of 5,856 data divided into two classes, namely Normal and Pneumonia. The proposed model gets 
98% results using average pooling where the results increase by 9-13% better than the previous study. This is because overall 
pixel value of the image is highly considered to classify normal lungs and pneumonia. 
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1. Introduction  

Pneumonia is an inflammatory lung disease caused by 

bacteria. A person suffering from this disease will have 

symptoms in the form of a very fast breathing 

frequency, headache, high fever accompanied by 

coughing up phlegm, shortness of breath, restlessness, 

and lack of appetite [1]. Not only that, but pneumonia 

also occurs due to viral and fungal infections. 

According to UNICEF records in 2018, this disease is 
the leading cause of under-five mortality in the world 

[2]. Supported by Indonesia's 2019 health profile, 

pneumonia is still the main problem causing 979 deaths, 

followed by diarrheal disease afterward. Then, the 

World Health Organization (WHO) stated that in 2017, 

as many as 800,000 children died from pneumonia [3]. 

To confirm/diagnose the presence of pneumonia in a 

person's body, the doctor will perform a series of 

examinations, including chest radiographs, CT-Scans, 

and Magnetic Resonance Imaging (MRI) [4]. The 

examination method with chest radiograph is one of the 
most frequently used examinations in the form of 

medical images because it is more affordable [5]. The 

reading of the image from the chest radiograph has a 

drawback in the form of difficulty in detecting the 

disease so it takes a long time before medical personnel 

or doctors can diagnose the disease suffered by the 

patient. 

The World Health Organization (WHO) describes that 

health information systems can assist the decision-

making process to detect and control health problems 

[6], where this has a link to the disease prevention 

process based on existing risk factors. To control the 

risk of pneumonia and determine the presence of the 
disease in each individual, a classification process is 

needed. Medical images play a very important role in 

the process of classifying and identifying a disease [7]. 

The classification technique that can be implemented on 

chest radiograph image data is a classification technique 

using machine learning technology. Machine learning 

is used to train machines to handle big data more 

efficiently, where the goal of machine learning is to 

learn data so that it can be developed to learn without 

any direction from the user [8]. One part of this 

technology is deep learning, where the technique can be 
used quickly and efficiently to diagnose various 

diseases with a fairly good level of accuracy [9]. 

Convolutional Neural Network (CNN) is included in 

the type of deep learning because it has a deep neural 
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network. CNN has an algorithm that is used to get a new 

representative information from the convolution results, 

where the matching is done on each part of the image 

and then extracted [10]. The CNN structure consists of 

input, feature extraction, classification, and output. The 

extraction process in CNN consists of several hidden 

layers, namely the convolution layer, activation 

function (ReLU), and pooling. CNN works in layers so 

that the results in the first convolution layer will be used 

as input for the next convolution layer [11]. The 
classification process consists of fully-connected and 

activation functions (sigmoid) which has an output in 

the form of classification results [12]. 

In a previous study, CNN with augmented data was 

implemented to detect pneumonia based on a person's 

Chest X-Ray image and resulted in an accuracy of 85% 

[13]. In addition, the training process carried out in this 

study only used 10 epoch values and produced a CNN 

model that experienced both overfitting and 

underfitting at the same time. Then, the dataset used in 

this study is still raw data that has not been processed 

so it is still in an unbalanced condition. 

One way to handle the conditions mentioned above is to 

use the pooling layer in the CNN structure. The purpose 

of using the pooling layer is to reduce the dimensions 

of the feature map (down sampling) so that it can speed 

up computing considering that the parameters used are 

getting less and less to update [14]. There are several 

types of pooling layers that are commonly used, such as 

max pooling, average pooling, global max pooling, 

global average pooling, and many more. However, 

previous studies have stated that the combination of 

max pooling and average pooling can increase 
generalizability of the CNN architecture [15]. In 

addition, the types of max and average pooling are the 

most widely used and implemented pooling layers in 

the world of computer vision [16]. 

In addition to the pooling layer, previous studies have 

stated that problems related to the number of 

unbalanced datasets can be overcome using 

oversampling techniques by randomly duplicating 

datasets in fewer classes than other classes [17]. The 

data taken on the minority class is the difference 

between the minority class and the majority class. After 

this is done, the dataset in each class will be balanced. 

Based on the facts mentioned and previous research, 

this study will optimize the model built on the 

Convolutional Neural Network with data augmentation 

techniques and handling unbalanced dataset conditions 

using oversampling techniques. Data augmentation is 

intended to manipulate images and change the model 

architecture, especially the type of pooling layer in the 

form of max pooling and average pooling in the two 

same model architectures. Max pooling will divide the 

feature map into several sub-sections and reduce the 

part in new sub-sections and choose the maximum 

value from the feature map. The same applies to the 

selection of average pooling, but this type of layer will 

choose the average value of the feature map to be able 

to retrieve all image information. Then, this study will 

share train, validation, and test data, utilize the dropout 

layer, and increase the number of epochs in the training 

dataset process in classifying someone with or without 

pneumonia. 

2. Research Methods 

2.1 Research Stages 

 
Figure 1. Research stages 

The stages of the research carried out are listed in Figure 

1. The research starts by getting the dataset which is 

then preprocessed which is divided into several other 

sub-processes. At this stage, the dataset used is still an 

imbalanced dataset, so an oversampling technique will 

be used to overcome this problem. After that, the next 

preprocessing stage is data splitting, which is dividing 

the “Chest X-Ray Images (Pneumonia) dataset into 

three folders, namely data train, validation, and test. 

Then, the next sub-process is resizing the dataset, which 

is modifying the size of the entire image in the dataset 
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from 1,500 × 1,500 pixels to 150 × 150 pixels. The last 

stage of preprocessing is to perform dataset 

augmentation. 

The next stage is to process the results of data grouping 

after preprocessing. Train data is needed to train data 

with the model and parameters that have been built, 

while data validation is used to validate the training 

results with the parameters that have been determined 

in the model so that if there are underfitting or 

overfitting conditions, the model and parameters can be 

evaluated before being tested on the test data. 

2.2 Dataset 

In this study, the dataset used is a dataset available on 

the Kaggle page with the title "Chest X-Ray Images 

(Pneumonia)" [18]. Based on Figures 2 and 3, there are 

two categories of images, namely Normal and 

Pneumonia, where the entire dataset is 5,856 data with 

a size of 1,500 × 1,500 pixels. 

 
Figure 2. Normal chest X-Ray sample 

Figure 2 is a sample image with a normal chest category 

totaling 1,583 data, while Figure 3 is a sample image 

with a chest category with pneumonia totaling 4,273 

data. Each image has a JPEG format. 

The dataset is still not balanced so an oversampling 

technique will be used to deal with this problem. The 

oversampling technique used is to add data in fewer 
classes as much as the difference between the amount 

of data in that class and the data in the largest class. 

 
Figure 3. Samples of chest X-ray results with pneumonia 

2.3. Model Architecture 

The researcher proposes two handcraft models as a 
comparative test to be carried out. The first model is a 

CNN model which has an input layer on the convolution 

layer with a size of 150 × 150 pixels and 1 channel. The 

pixel size of the image in the input layer, which was 

originally 1500 × 1500 pixels, was changed to 150 × 

150 pixels, aimed at making the image more focused on 

objects that act as markers of pneumonia or not. While 

the selection of channel size is based on the type of 

image in the form of a grayscale image. 

The architecture of model 1 can be seen in Figure 4, 

where the second layer in the first model is the Batch 

Normalization layer which is used to speed up and 
stabilize the training dataset process [19]. The coating 

was used five times. Furthermore, the model 

implements the pooling layer five times where in this 

pooling layer two types of tests will be carried out using 

max pooling and average pooling which have a filter of 

2 × 2, the kernel displacement distance of 2. 

convolution five times with each filter size of 32, 64, 

64, 128, and 256, as well as the type of relu activation. 

Then, the fully connected layer is composed of a flatten 

layer, a dense layer with a random number of 128 and a 

relu activation type, and a dropout layer with a 
probability value of 0.2 which aims to handle the 

possibility of overfitting conditions. Finally, there is an 

output layer with a random number of 1 which is 

intended for grayscale images and sigmoid activation 

types, considering the number of classes used is 2. 

 
Figure 4. First model architecture 

The second model is also a handcrafted CNN model 

which has an input layer on the convolution layer 

measuring 150 x 150 pixels with 1 channel. The 

architecture of model 2 can be seen in Figure 5. The 

second layer is a dropout layer which is used to handle 

overfitting. The dropout layer in model two is used three 

times, each of which has a probability value of 0.2. In 

addition, there is also a pooling layer used four times in 

model 2. Similar to model 1, the second model will be 
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tested using two types of pooling, namely max pooling 

and average pooling. Furthermore, model 2 applies 

three convolution layers with each filter, namely 16, 32, 

and 64 with the type of relu activation. Then, the fully 

connected layer is composed of a flatten layer, a dense 

layer with a random number of 128, and the type of relu 

activation. Finally, there is an output layer with a 

random number of 1 which is intended for grayscale 

images and sigmoid activation types, considering the 

number of classes used is 2. The architecture of model 

2 can be seen in Figure 5. 

 
Figure 5. Second model architecture  

2.4 Data Augmentation 

All images in the dataset will be partially augmented at 

random with the aim that the system can still recognize 

various forms of images as data for patients with normal 

chest and pneumonia when classification will be carried 

out. 

The augmentation process uses the Image Data 

Generator function with several parameters activated 
following Table 1 which will change the shape of each 

image in the dataset. 

Table 1. Types of Parameters Activated in the Augmentation 

Process 

Parameter Server 

feature_center False 

samplewise_center False 

featurewise_std_normalization  False 

samplewise_std_normalization False 

zca_whitening False 

rotation_range 30˚ 

zoom_range 0,2 

width_shift_range 0,1 

height_shift_range 0,1 

horizontal_flip True 

vertical_flip False 

2.5 Test Scenario 

In this study, two classes will be classified, namely 

individuals with and without pneumonia 

(Normal/Pneumonia). Furthermore, the dataset will be 

duplicated randomly (oversampling) and divided into 

three types of data in the form of train, validation, and 

test data which will be used for training and model 

testing. 

The total distribution of data is summarized in Tables 2 

and 3 with the distribution of train, validation, and test 

data respectively at 70%, 10%, and 20% of the total data 

in each class. The number of datasets before and after 

the augmentation process is the same, this is because the 

augmentation process does not add image variations, 

but manipulates each existing image into various forms. 
Table 2 is the amount of train, validation, and test data 

before augmentation & oversampling is performed. 

Table 2. Amount of Data Before Oversampling & Data 

Augmentation Process 

Class Training 

Images 

Validation 

Images 

Testing 

Images 

Total 

Images 

Normal 1.102 157 316 1.583 

Pneumonia 2.986 426 854 4.273 

Then, Table 3 is the number of train, validation, and test 

data after the augmentation and oversampling processes 

are carried out at once. 

Table 3. Amount of Data After Oversampling & Data Augmentation 

Process 

Class Training 

Images 

Validation 

Images 

Testing 

Images 

Total 

of 

Images 

Normal 2.991 427 855 4.273 

Pneumonia 2.991 427 855 4.273 

Furthermore, each model is tested in two scenarios, 

each of which applies a different type of pooling, 

namely max pooling and average pooling according to 

Table 4. 

Table 4. Test Scenario 

Model Total of 

Hidden 

Layer  

Type of 

Pooling 

Layer in 

First 

Scenario 

Type of 

Pooling 

Layer in 

Second 

Scenario 

Model 1 4 Max 

Pooling 

Average 

Pooling 

Model 2 3 Max 

Pooling 

Average 

Pooling 

3.  Results and Discussions 

The results of this study are the stages carried out based 

on the arrangement of methods that have been described 

in the research method. Dataset selection is the first step 

in this research. The dataset with the title Chest X-Ray 

Images (Pneumonia) consists of two classes, namely 
Normal with 1,583 data and Pneumonia with 4,273 

data. The graph of the amount of data for each class is 

summarized in Figure 6. 
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Figure 6. Graph of the amount of data for each class before 

oversampling 

Next, the dataset is downloaded and saved into Google 

Drive using an API integrated with Kaggle via Google 

Collaboratory. Google Collaboratory was chosen 

because it has collaboration features so that researchers 

can easily share projects. Before processing, the dataset 
will be handled with an oversampling technique to 

balance the amount of data in each class. 

The Normal class has less data than the Pneumonia 

class, so the amount of data in the Normal class will be 

added as much as the difference from the amount of data 

between the Normal and Pneumonia classes, which is 

2,690 data. The graph of the amount of data after 

oversampling is summarized in Figure 7. 

 
Figure 7. Graph of the amount of data for each class after 

oversampling 

Furthermore, because the dataset used is still in .zip 

format, extraction is carried out on the entire dataset. 

Then, the datasets were redistributed to train, 
validation, and test data with a ratio of 70%, 10%, and 

20% after oversampling. 

The next process is to normalize the dataset used by 

dividing each image by 255, where that number is the 

maximum image intensity so that the brightness of the 

image is in the range of 0-1. Next, resize the data for 

each data in the train, validation, and test data. At this 

stage, the channel size of each image is changed to 1 so 

that each image has only one layer. 

The next step is to perform several data augmentation 

techniques, namely randomly rotating the image by 30 
degrees, zooming at random by 20% and shifting the 

horizontal and vertical images randomly. Augmentation 

of data in this study aims to increase the variety of data 

images held on training data and validation data. An 

example of the results of data augmentation can be seen 

in Figure 8. 

 
Figure 8. An example image of the augmentation result 

Next, the datasets are labeled 0 and 1, where 0 is the 

type of normal chest X-ray and 1 is the type of chest X-

ray with pneumonia.  

3.1 Model Performance Comparison 

In the next stage, each model that has been built is run 

using Adam as the optimizer to update the network 

weight iteratively based on the training data. 

Furthermore, the model is trained using the loss 

binary_crossentropy parameter, batch size of 32, a 
learning rate of 0.0001, and 100 epochs. After training 

the model, the two model scenarios give different 

accuracy results, where the results given are 

summarized in Table 5. 

Table 5. Accuracy Results of Each Scenario 

Model Type of Pooling 

Layer 

Accuracy 

Model 1 Max Pooling 98% 

Model 1 Average Pooling 98% 

Model 2 Max Pooling 98% 

Model 2 Average Pooling 98% 

Of the four experiments carried out, all models with 

each implemented pooling have the same results when 

referring to Table 5 as an accuracy table. This means 

that both models with each pooling used to have a 

predictive value that is quite close to the actual value 

indicated by the accuracy value which only has a 

distance of 2% to 100%. 

However, if re-analyzed, each experiment has different 

precision and recall value. Based on Table 6, the 

precision value in model 1 with average pooling has an 

increased value of 1% compared to model 1 with max 

pooling when predicting the Pneumonia class correctly 

among all actual classes. While the recall value in 

model 1 with average pooling also has the same 
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increase when predicting the Normal class among all 

the actual Normal classes. 

Table 6. Precision Results and Recall of Each Scenario 

Model Class Precision Recall 

Model 1 Max Pooling Normal 98% 97% 

 Pneumonia 97% 98% 

Model 1 Average 

Pooling 

Normal 98% 98% 

 Pneumonia 98% 98% 

Model 2 Max Pooling Normal 98% 97% 

 Pneumonia 97% 98% 

Model 2 Average 

Pooling 

Normal 99% 97% 

 Pneumonia 97% 99% 

This happens in model 2 with average pooling, where 

the precision value obtained in the Normal class 

increases by 1% compared to model 2 with max pooling 

when predicting the Normal class correctly among all 
actual classes. Then, the recall value in the Pneumonia 

class also increased by 1% when implementing model 

2 with average pooling. 

In the training process that has been carried out, model 

1 with max pooling shows the graphs of loss and 

accuracy results listed in Figures 9 and 10. The resulting 

graphs of loss results and accuracy results are indicated 

to be overfit with a val_accuracy value of 84.43% and a 

val_loss that is still is still quite large so that the value 

of val_accuracy has not yet reached the range of 90-

100%. 

 
Figure 9. Loss result chart for model 1 with max pooling 

 
Figure 10. Graph of accuracy result model 1 with max pooling 

Then, model 1 with average pooling in Figure 11 and 

Figure 12 each shows the loss result and accuracy result 

values which are still overfitted, but appear more stable. 

The val_accuracy value generated in this model is 

88.41%. However, the resulting val_loss value becomes 

lower and the val_accuracy becomes higher than the 

model with the previous pooling type. 

 

Figure 11. Loss result chart for model 1 with average pooling 

 
Figure 12. Graph of accuracy result model 1 with average pooling 

Furthermore, Figure 13 and Figure 14 show the loss 

value and accuracy result of model 2 when using max 

pooling which is still in an overfitting condition. The 
resulting val_accuracy value is 77.28% with a val_loss 

value which is still relatively high. 

 
Figure 13. Loss result chart for model 2 with max pooling 
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Figure 14. Accuracy result chart for model 2 with max pooling 

While in Figure 15 and Figure 16, the graphs of loss 

result and accuracy result model 2 with average pooling 

are in the same condition with the val_accuracy value 

increasing by 0.7916. 

 
Figure 15. Loss result chart for model 2 with average pooling 

 
Figure 16. Accuracy result chart for model 2 with average pooling 

After doing the 4 experiments above, the use of average 

pooling in the Convolutional Neural Network model 

layer is better than the use of max pooling. This can be 
proven by the decreasing value of val_loss in model 1 

and val_accuracy which always increases in both 

models. 

Then, there are several loss values that experience 

sudden spikes in model 1 with each type of pooling. 

This condition can be caused by the model always 

changing in every running epoch. The model will 

always change during the training process in the epoch 

because it will always optimize each parameter used to 

increase accuracy so that the accuracy value can still 

change as the epoch goes. In addition, the spike can be 

caused by the batch_size value that does not match the 

number of datasets used. 

Furthermore, the four experiments still tend to 

experience overfitting. This can be caused by several 

possibilities, such as the model being compiled is still 
too complex with many layers, the batch normalization 

parameters are not correct, the dropout layer is located 

among other layers, the amount of training data, and the 

number of epochs used. 

3.2 Confusion Matrix Results 

The confusion matrix was created to measure the 

performance of the classification method that has been 

built. Figure 17 is a confusion matrix table generated 

from model 1. Based on the table, it can be understood 

that in the Pneumonia class there are 825 image data 

that were predicted correctly and 29 image data that 
were predicted incorrectly. And in the Normal class 

there are 303 data that were predicted correctly and 13 

data that were incorrectly predicted by the model. Then, 

Figure 18 is a table of confusion matrix results from 

model 2. 

 
Figure 17. Confusion matrix for model 1 

 
Figure 18. Confusion matrix for model 2 

Based on the confusion matrix model 2 table, it can be 

concluded that in the Pneumonia class there are 824 
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image data that are predicted correctly and 30 image 

data that is predicted incorrectly. And the Normal class 

there are 291 image data predicted correctly and 25 

images predicted incorrectly by the model. 

3.3. Comparison of the Best Model Performance with 

Previous Research 

After carrying out a series of test scenarios, the next 

process is to compare the performance of the best model 

with the results obtained in previous studies. Based on 

Figure 19, the classification report in model 2 when 
using average pooling obtains an accuracy of 98% and 

a precision of 99% in the Normal class and 97% in the 

Pneumonia class, where the data increases overall after 

using the model with max pooling. 

 

Figure 19. Classification report model 2 with average pooling 

According to Table 7, this study produces a model in 

scenario 2 as the best model, where this model can 

exceed the accuracy of the model built in previous 

studies by 9-13%. 

Table 7. Accuracy Results of Each Scenario 

Model Accuracy 

CNN with handcrafted model [13] 85% 

CNN with ResNet15 [17] 89% 

The best proposed model 98% 

3.4. Testing 

Model 2 with average pooling being the best model is 

then retested using several datasets. In Figure 20, the 

results given show that as many as 5 image data can be 

predicted in the Pneumonia class correctly and achieve 
an average accuracy of 100%. in the average prediction 

time of 0.0586 seconds. 

 
Figure 20. Sample images from testing results in the Pneumonia 

class 

Then, Figure 21 shows that the next 5 data were 

successfully predicted in the Normal class correctly and 

achieved an average accuracy of 99.99% in an average 

prediction time of 0.0544 seconds. 

 

 
Figure 21. Sample images from testing results in the Normal class 

4.  Conclusion 

Based on the research that has been carried out when 

implementing two models and two scenarios, it shows 

that both models with average pooling and max pooling 

scenarios get an accuracy of 98%, where the results are 

better than previous studies which have an accuracy 

value of 89% [17] and 85% [13]. In both scenarios, 

average pooling and max pooling get the same accuracy 

results in both models. However, when viewed from the 

precision and recall values produced, model 2 with 

average pooling gets better results. Therefore, the 

application of average pooling tends to be better applied 

to the classification of CT-scan Pneumonia images, this 
is because during model training, information from the 

entire image is considered to classify normal lungs and 

pneumonia. 

Then, to continue this research, it is recommended that 

future studies reduce the potential for overfit conditions 

by using a callback or learning rate scheduler. This is 

intended to find out the best number of epochs when the 

val_accuracy value is no longer increasing or the 

val_loss value is no longer decreasing after a certain 

number of epochs. 
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